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Here are my online notes for my Calculus III course that I teach here at Lamar University.
Despite the fact that these are my “class notes”, they should be accessible to anyone wanting to
learn Calculus III or needing a refresher in some of the topics from the class.

These notes do assume that the reader has a good working knowledge of Calculus I topics
including limits, derivatives and integration. It also assumes that the reader has a good
knowledge of several Calculus II topics including some integration techniques, parametric
equations, vectors, and knowledge of three dimensional space.

Here are a couple of warnings to my students who may be here to get a copy of what happened on
a day that you missed.

L.

Because [ wanted to make this a fairly complete set of notes for anyone wanting to learn
calculus I have included some material that I do not usually have time to cover in class
and because this changes from semester to semester it is not noted here. You will need to
find one of your fellow class mates to see if there is something in these notes that wasn’t
covered in class.

In general I try to work problems in class that are different from my notes. However,
with Calculus III many of the problems are difficult to make up on the spur of the
moment and so in this class my class work will follow these notes fairly close as far as
worked problems go. With that being said I will, on occasion, work problems off the top
of my head when I can to provide more examples than just those in my notes. Also, I
often don’t have time in class to work all of the problems in the notes and so you will
find that some sections contain problems that weren’t worked in class due to time
restrictions.

Sometimes questions in class will lead down paths that are not covered here. I try to
anticipate as many of the questions as possible in writing these up, but the reality is that I
can’t anticipate all the questions. Sometimes a very good question gets asked in class
that leads to insights that I’ve not included here. You should always talk to someone who
was in class on the day you missed and compare these notes to their notes and see what
the differences are.

This is somewhat related to the previous three items, but is important enough to merit its
own item. THESE NOTES ARE NOT A SUBSTITUTE FOR ATTENDING CLASS!!
Using these notes as a substitute for class is liable to get you in trouble. As already noted
not everything in these notes is covered in class and often material or insights not in these
notes is covered in class.
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Here is a listing and brief description of the material in this set of notes.

Three Dimensional Space
This is the only chapter that exists in two places in my notes. When I originally
wrote these notes all of these topics were covered in Calculus II however, we
have since moved several of them into Calculus III. So, rather than split the
chapter up I have kept it in the Calculus II notes and also put a copy in the
Calculus III notes. Many of the sections not covered in Calculus III will be used
on occasion there anyway and so they serve as a quick reference for when we
need them.

The 3-D Coordinate System — We will introduce the concepts and notation for
the three dimensional coordinate system in this section.

Equations of Lines — In this section we will develop the various forms for the
equation of lines in three dimensional space.

Equations of Planes — Here we will develop the equation of a plane.

Quadric Surfaces — In this section we will be looking at some examples of
quadric surfaces.

Functions of Several Variables — A quick review of some important topics
about functions of several variables.

Vector Functions — We introduce the concept of vector functions in this section.
We concentrate primarily on curves in three dimensional space. We will
however, touch briefly on surfaces as well.

Calculus with Vector Functions — Here we will take a quick look at limits,
derivatives, and integrals with vector functions.

Tangent, Normal and Binormal Vectors — We will define the tangent, normal
and binormal vectors in this section.

Arc Length with Vector Functions — In this section we will find the arc length
of a vector function.

Curvature — We will determine the curvature of a function in this section.
Velocity and Acceleration — In this section we will revisit a standard application
of derivatives. We will look at the velocity and acceleration of an object whose
position function is given by a vector function.

Cylindrical Coordinates — We will define the cylindrical coordinate system in
this section. The cylindrical coordinate system is an alternate coordinate system
for the three dimensional coordinate system.

Spherical Coordinates — In this section we will define the spherical coordinate
system. The spherical coordinate system is yet another alternate coordinate
system for the three dimensional coordinate system.

Partial Derivatives
Limits — Taking limits of functions of several variables.
Partial Derivatives — In this section we will introduce the idea of partial
derivatives as well as the standard notations and how to compute them.
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Interpretations of Partial Derivatives — Here we will take a look at a couple of
important interpretations of partial derivatives.

Higher Order Partial Derivatives — We will take a look at higher order partial
derivatives in this section.

Differentials — In this section we extend the idea of differentials to functions of
several variables.

Chain Rule — Here we will look at the chain rule for functions of several
variables.

Directional Derivatives — We will introduce the concept of directional
derivatives in this section. We will also see how to compute them and see a
couple of nice facts pertaining to directional derivatives.

Applications of Partial Derivatives
Tangent Planes and Linear Approximations — We’ll take a look at tangent
planes to surfaces in this section as well as an application of tangent planes.
Gradient Vector, Tangent Planes and Normal Lines — In this section we’ll see
how the gradient vector can be used to find tangent planes and normal lines to a
surface.
Relative Minimums and Maximums — Here we will see how to identify relative
minimums and maximums.
Absolute Minimums and Maximums — We will find absolute minimums and
maximums of a function over a given region.
Lagrange Multipliers — In this section we’ll see how to use Lagrange
Multipliers to find the absolute extrema for a function subject to a given
constraint.

Multiple Integrals
Double Integrals — We will define the double integral in this section.
Iterated Integrals — In this section we will start looking at how we actually
compute double integrals.
Double Integrals over General Regions — Here we will look at some general
double integrals.
Double Integrals in Polar Coordinates — In this section we will take a look at
evaluating double integrals using polar coordinates.
Triple Integrals — Here we will define the triple integral as well as how we
evaluate them.
Triple Integrals in Cylindrical Coordinates — We will evaluate triple integrals
using cylindrical coordinates in this section.
Triple Integrals in Spherical Coordinates — In this section we will evaluate
triple integrals using spherical coordinates.
Change of Variables — In this section we will look at change of variables for
double and triple integrals.
Surface Area — Here we look at the one real application of double integrals that
we’re going to look at in this material.
Area and Volume Revisited — We summarize the area and volume formulas
from this chapter.

Line Integrals
Vector Fields — In this section we introduce the concept of a vector field.

Line Integrals — Part I — Here we will start looking at line integrals. In
particular we will look at line integrals with respect to arc length.
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Line Integrals — Part I1 — We will continue looking at line integrals in this
section. Here we will be looking at line integrals with respect to x, y, and/or z.
Line Integrals of Vector Fields — Here we will look at a third type of line
integrals, line integrals of vector fields.

Fundamental Theorem for Line Integrals — In this section we will look at a
version of the fundamental theorem of calculus for line integrals of vector fields.
Conservative Vector Fields — Here we will take a somewhat detailed look at
conservative vector fields and how to find potential functions.

Green’s Theorem — We will give Green’s Theorem in this section as well as an
interesting application of Green’s Theorem.

Curl and Divergence — In this section we will introduce the concepts of the curl
and the divergence of a vector field. We will also give two vector forms of
Green’s Theorem.

Surface Integrals
Parametric Surfaces — In this section we will take a look at the basics of
representing a surface with parametric equations. We will also take a look at a
couple of applications.
Surface Integrals — Here we will introduce the topic of surface integrals. We
will be working with surface integrals of functions in this section.
Surface Integrals of Vector Fields — We will look at surface integrals of vector
fields in this section.
Stokes’ Theorem — We will look at Stokes’ Theorem in this section.
Divergence Theorem — Here we will take a look at the Divergence Theorem.
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Three Dimensional Space

Introduction

In this chapter we will start taking a more detailed look at three dimensional space (3-D space or

R?). This is a very important topic in Calculus III since a good portion of Calculus III is done in
three (or higher) dimensional space.

We will be looking at the equations of graphs in 3-D space as well as vector valued functions and
how we do calculus with them. We will also be taking a look at a couple of new coordinate
systems for 3-D space.

This is the only chapter that exists in two places in my notes. When I originally wrote these notes
all of these topics were covered in Calculus I however, we have since moved several of them
into Calculus III. So, rather than split the chapter up I have kept it in the Calculus II notes and
also put a copy in the Calculus III notes. Many of the sections not covered in Calculus III will be
used on occasion there anyway and so they serve as a quick reference for when we need them.

Here is a list of topics in this chapter.

The 3-D Coordinate System — We will introduce the concepts and notation for the three
dimensional coordinate system in this section.

Equations of Lines — In this section we will develop the various forms for the equation of lines
in three dimensional space.

Equations of Planes — Here we will develop the equation of a plane.

Quadric Surfaces — In this section we will be looking at some examples of quadric surfaces.

Functions of Several Variables — A quick review of some important topics about functions of
several variables.

Vector Functions — We introduce the concept of vector functions in this section. We concentrate
primarily on curves in three dimensional space. We will however, touch briefly on surfaces as
well.

Calculus with Vector Functions — Here we will take a quick look at limits, derivatives, and
integrals with vector functions.

Tangent, Normal and Binormal Vectors — We will define the tangent, normal and binormal
vectors in this section.

Arc Length with Vector Functions — In this section we will find the arc length of a vector
function.
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Curvature — We will determine the curvature of a function in this section.

Velocity and Acceleration — In this section we will revisit a standard application of derivatives.
We will look at the velocity and acceleration of an object whose position function is given by a
vector function.

Cylindrical Coordinates — We will define the cylindrical coordinate system in this section. The
cylindrical coordinate system is an alternate coordinate system for the three dimensional
coordinate system.

Spherical Coordinates — In this section we will define the spherical coordinate system. The
spherical coordinate system is yet another alternate coordinate system for the three dimensional
coordinate system.
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The 3-D Coordinate System

We’ll start the chapter off with a fairly short discussion introducing the 3-D coordinate system
and the conventions that we’ll be using. We will also take a brief look at how the different
coordinate systems can change the graph of an equation.

Let’s first get some basic notation out of the way. The 3-D coordinate system is often denoted by

R®. Likewise the 2-D coordinate system is often denoted by R and the 1-D coordinate system
is denoted by R . Also, as you might have guessed then a general n dimensional coordinate

system is often denoted by R".

Next, let’s take a quick look at the basic coordinate system.

z
R=(0,yz
S=|[x,[:l,z:] [,#*’)
Tt (x.2)
E\y
x |
=(xy0),

This is the standard placement of the axes in this class. It is assumed that only the positive
directions are shown by the axes. If we need the negative axes for any reason we will put them in
as needed.

Also note the various points on this sketch. The point P is the general point sitting out in 3-D
space. If we start at P and drop straight down until we reach a z-coordinate of zero we arrive at
the point Q. We say that Q sits in the xy-plane. The xy-plane corresponds to all the points which
have a zero z-coordinate. We can also start at P and move in the other two directions as shown to
get points in the xz-plane (this is S with a y-coordinate of zero) and the yz-plane (this is R with an
x-coordinate of zero).

Collectively, the xy, xz, and yz-planes are sometimes called the coordinate planes. In the
remainder of this class you will need to be able to deal with the various coordinate planes so

make sure that you can.

Also, the point Q is often referred to as the projection of P in the xy-plane. Likewise, R is the
projection of P in the yz-plane and S is the projection of P in the xz-plane.

Many of the formulas that you are used to working with in R? have natural extensions in R*.
For instance the distance between two points in R? is given by,
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d(BP) = (=) +(r—n)

While the distance between any two points in R? is given by,

d(B.B)=A(x,=x) +(3 =) +(2-2)

2

Likewise, the general equation for a circle with center (h, k) and radius 7 is given by,
(x—h)2 +(y—k)2 =7’
and the general equation for a sphere with center (h, k,l ) and radius 7 is given by,

()c—h)2+(y—k)2+(z—l)2 =7’

With that said we do need to be careful about just translating everything we know about R* into

R® and assuming that it will work the same way. A good example of this is in graphing to some
extent. Consider the following example.

Example I Graph x=3 in R, R* and R®.

Solution
In R we have a single coordinate system and so x =3 is a point in a 1-D coordinate system.

In R* the equation x =3 tells us to graph all the points that are in the form (3, y). Thisis a

vertical line in a 2-D coordinate system.

In R’ the equation x =3 tells us to graph all the points that are in the form (3, ¥, Z) . If you go

back and look at the coordinate plane points this is very similar to the coordinates for the yz-plane
except this time we have x =3 instead of x =0. So, in a 3-D coordinate system this is a plane
that will be parallel to the yz-plane and pass through the x-axis at x = 3.

Here is the graph of x=3 in R..

-1 1] 1 2

Here is the graph of x =3 in R>.
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=k

Finally, here is the graph of x =3 in R’. Note that we’ve presented this graph in two different
styles. On the left we’ve got the traditional axis system and we’re used to seeing and on the right
we’ve put the graph in a box. Both views can be convenient on occasion to help with perspective
and so we’ll often do this with 3D graphs and sketches.

_3_2_1 g |

Note that at this point we can now write down the equations for each of the coordinate planes as
well using this idea.

z=0 xy —plane
y=0 xz —plane
x=0 vz —plane

Let’s take a look at a slightly more general example.
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Example 2 Graph y=2x-3 in R’ and R’.

Solution

Of course we had to throw out R for this example since there are two variables which means that

we can’t be in a 1-D space.

In R? this is a line with slope 2 and a y intercept of -3.

However, in R’ this is not necessarily a line. Because we have not specified a value of z we are
forced to let z take any value. This means that at any particular value of z we will get a copy of
this line. So, the graph is then a vertical plane that lies over the line given by y =2x—3 in the

xy-plane.

Here is the graph in R”.

x
4 32 10-HE3

-z
i

—

¥ 2 4

Notice that if we look to where the plane intersects the xy-plane we will get the graph of the line

in R? as noted in the above graph by the red line through the plane.
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Let’s take a look at one more example of the difference between graphs in the different
coordinate systems.

Example 3 Graph x*+y* =4 inR” and R”.

Solution
As with the previous example this won’t have a 1-D graph since there are two variables.

In R? this is a circle centered at the origin with radius 2.

In R’ however, as with the previous example, this may or may not be a circle. Since we have
not specified z in any way we must assume that z can take on any value. In other words, at any
value of z this equation must be satisfied and so at any value z we have a circle of radius 2
centered on the z-axis. This means that we have a cylinder of radius 2 centered on the z-axis.

Here are the graphs for this example.

¥
A
-~ '\\\
/'/ \

.-'rf 1 i "1__"
|'.l IIII
II |
I 1 1 | x

2 - 12
"._ rlll
'\xx -1+ /,f'

AN d
\Hh__}___,f-"'

L' L T |

Notice that again, if we look to where the cylinder intersects the xy-plane we will again get the
circle from R?.
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We need to be careful with the last two examples. It would be tempting to take the results of
these and say that we can’t graph lines or circles in R® and yet that doesn’t really make sense.
There is no reason for there to not be graphs of lines or circles in R”. Let’s think about the
example of the circle. To graph a circle in R’ we would need to do something like x* + y2 =4

at z=15. This would be a circle of radius 2 centered on the z-axis at the level of z=15. So, as
long as we specify a z we will get a circle and not a cylinder. We will see an easier way to specify
circles in a later section.

We could do the same thing with the line from the second example. However, we will be looking
at lines in more generality in the next section and so we’ll see a better way to deal with lines in

R’ there.

The point of the examples in this section is to make sure that we are being careful with graphing
equations and making sure that we always remember which coordinate system that we are in.

Another quick point to make here is that, as we’ve seen in the above examples, many graphs of
equations in R® are surfaces. That doesn’t mean that we can’t graph curves in R*. We can and
will graph curves in R® as well as we’ll see later in this chapter.
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Equations of Lines

In this section we need to take a look at the equation of a line in R’. As we saw in the previous
section the equation y = mx +b does not describe a line in R?, instead it describes a plane. This

doesn’t mean however that we can’t write down an equation for a line in 3-D space. We’re just
going to need a new way of writing down the equation of a curve.

So, before we get into the equations of lines we first need to briefly look at vector functions.
We’re going to take a more in depth look at vector functions later. At this point all that we need
to worry about is notational issues and how they can be used to give the equation of a curve.

The best way to get an idea of what a vector function is and what its graph looks like is to look at
an example. So, consider the following vector function.

7F(t)=(t1)

A vector function is a function that takes one or more variables, one in this case, and returns a
vector. Note as well that a vector function can be a function of two or more variables. However,
in those cases the graph may no longer be a curve in space.

The vector that the function gives can be a vector in whatever dimension we need it to be. In the
example above it returns a vector in R*. When we get to the real subject of this section,
equations of lines, we’ll be using a vector function that returns a vector in R?

Now, we want to determine the graph of the vector function above. In order to find the graph of
our function we’ll think of the vector that the vector function returns as a position vector for

points on the graph. Recall that a position vector, say v = <a, b> , 1s a vector that starts at the

origin and ends at the point (a, b) )

So, to get the graph of a vector function all we need to do is plug in some values of the variable
and then plot the point that corresponds to each position vector we get out of the function and
play connect the dots. Here are some evaluations for our example.

F(-3)=(=3,1) F(-1)=(-11) F(2)=(2.1) F(5)=(5.1)

So, each of these are position vectors representing points on the graph of our vector function.

The points,
(—3,1) (—1,1) (2,1) (5,1)

are all points that lie on the graph of our vector function.

If we do some more evaluations and plot all the points we get the following sketch.
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t==5 t=-4 t==3 t==2 t==1 tzl t

~s sttt

I I | | |
-5 =4 -3 =2 -1 1 1 2 3 4 3

In this sketch we’ve included the position vector (in gray and dashed) for several evaluations as
well as the ¢ (above each point) we used for each evaluation. It looks like, in this case the graph
of the vector equation is in fact the line y =1.

Here’s another quick example. Here is the graph of 7 (t) = <6 cost,3sin t> .

In this case we get an ellipse. It is important to not come away from this section with the idea
that vector functions only graph out lines. We’ll be looking at lines in this section, but the graphs
of vector functions do not have to be lines as the example above shows.

We’ll leave this brief discussion of vector functions with another way to think of the graph of a
vector function. Imagine that a pencil/pen is attached to the end of the position vector and as we
increase the variable the resulting position vector moves and as it moves the pencil/pen on the end
sketches out the curve for the vector function.

Okay, we now need to move into the actual topic of this section. We want to write down the

equation of a line in R* and as suggested by the work above we will need a vector function to do
this. To see how we’re going to do this let’s think about what we need to write down the
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equation of a line in R”. In two dimensions we need the slope (m) and a point that was on the
line in order to write down the equation.

In R’ that is still all that we need except in this case the “slope” won’t be a simple number as it
was in two dimensions. In this case we will need to acknowledge that a line can have a three
dimensional slope. So, we need something that will allow us to describe a direction that is
potentially in three dimensions. We already have a quantity that will do this for us. Vectors give
directions and can be three dimensional objects.

So, let’s start with the following information. Suppose that we know a point that is on the line,
P = (xo, Vo ZO) ,and that v = <a,b, c> is some vector that is parallel to the line. Note, in all

likelihood, v will not be on the line itself. We only need v to be parallel to the line. Finally, let
P= (x,y, Z) be any point on the line.

Now, since our “slope” is a vector let’s also represent the two points on the line as vectors. We’ll

do this with position vectors. So, let % and 7 be the position vectors for P, and P respectively.

Also, for no apparent reason, let’s define d to be the vector with representation PO—P .

We now have the following sketch with all these points and vectors on it.

=

The Lite

Now, we’ve shown the parallel vector, v, as a position vector but it doesn’t need to be a position
vector. It can be anywhere, a position vector, on the line or off the line, it just needs to be parallel
to the line.

Next, notice that we can write 7 as follows,

—

F=ry+a
If you’re not sure about this go back and check out the sketch for vector addition in the vector

arithmetic section. Now, notice that the vectors ¢ and vV are parallel. Therefore there is a
number, ¢, such that
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We now have,

7_’:2;0.+f\7 :<x0’y0’20>+t<a’b’c>

This is called the vector form of the equation of a line. The only part of this equation that is not
known is the . Notice that £V will be a vector that lies along the line and it tells us how far from
the original point that we should move. If ¢ is positive we move away from the original point in
the direction of v (right in our sketch) and if # is negative we move away from the original point
in the opposite direction of v (left in our sketch). As ¢ varies over all possible values we will
completely cover the line. The following sketch shows this dependence on ¢ of our sketch.

The Lite

There are several other forms of the equation of a line. To get the first alternate form let’s start
with the vector form and do a slight rewrite.

v :<x0,y0,zo>+t<a,b,c>
<x, v, z> = <x0 +ta,y,+tb,z, +tc>

The only way for two vectors to be equal is for the components to be equal. In other words,

X=Xx,+ta
y=y,+tb
z=1z,+1c

This set of equations is called the parametric form of the equation of a line. Notice as well that
this is really nothing more than an extension of the parametric equations we’ve seen previously.
The only difference is that we are now working in three dimensions instead of two dimensions.
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To get a point on the line all we do is pick a ¢ and plug into either form of the line. In the vector
form of the line we get a position vector for the point and in the parametric form we get the actual
coordinates of the point.

There is one more form of the line that we want to look at. If we assume that a, b, and c are all
non-zero numbers we can solve each of the equations in the parametric form of the line for z. We
can then set all of them equal to each other since ¢ will be the same number in each. Doing this
gives the following,

X=X _ Y=V _27%

a b c

This is called the symmetric equations of the line.

If one of a, b, or ¢ does happen to be zero we can still write down the symmetric equations. To
see this let’s suppose that b = 0. In this case ¢ will not exist in the parametric equation for y and
so we will only solve the parametric equations for x and z for z. We then set those equal and
acknowledge the parametric equation for y as follows,

X—Xx, z-—z,

= Y=Y
a c

Let’s take a look at an example.

Example 1 Write down the equation of the line that passes through the points (2, -1, 3) and
(1, 4, —3). Write down all three forms of the equation of the line.

Solution

To do this we need the vector vV that will be parallel to the line. This can be any vector as long as
it’s parallel to the line. In general, v won’t lie on the line itself. However, in this case it will.
All we need to do is let Vv be the vector that starts at the second point and ends at the first point.
Since these two points are on the line the vector between them will also lie on the line and will
hence be parallel to the line. So,

v =(1,-5,6)

Note that the order of the points was chosen to reduce the number of minus signs in the vector.
We could just have easily gone the other way.

Once we’ve got v there really isn’t anything else to do. To use the vector form we’ll need a
point on the line. We’ve got two and so we can use either one. We’ll use the first point. Here is
the vector form of the line.

F=(2,-1,3)+1(1,-5,6) = (2+1,—1-5t,3+6¢)

Once we have this equation the other two forms follow. Here are the parametric equations of the
line.
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x=2+t
y=—1-5¢
z=3+6¢

Here is the symmetric form.

x=2 y+1 z-3
1 =5 6

Example 2 Determine if the line that passes through the point (0, -3, 8) and is parallel to the

line given by x =10+3¢, y=12¢ and z =—-3 —t passes through the xz-plane. If it does give
the coordinates of that point.

Solution

To answer this we will first need to write down the equation of the line. We know a point on the
line and just need a parallel vector. We know that the new line must be parallel to the line given
by the parametric equations in the problem statement. That means that any vector that is parallel
to the given line must also be parallel to the new line.

Now recall that in the parametric form of the line the numbers multiplied by ¢ are the components
of the vector that is parallel to the line. Therefore, the vector,

v =(3,12,-1)

is parallel to the given line and so must also be parallel to the new line.

The equation of new line is then,

7 =(0,-3,8)+1(3,12,-1) = (3¢,-3+12¢,8 - )

If this line passes through the xz-plane then we know that the y-coordinate of that point must be
zero. So, let’s set the y component of the equation equal to zero and see if we can solve for ¢. If
we can, this will give the value of ¢ for which the point will pass through the xz-plane.

-3+12t=0 = f=—
4

So, the line does pass through the xz-plane. To get the complete coordinates of the point all we

1
need to do is plug ¢ = Z into any of the equations. We’ll use the vector form.

7= 3(lj,—3+12(lj,8—1 _(303
4 4)7 4] \4"7 4

Recall that this vector is the position vector for the point on the line and so the coordinates of the

3 31
point where the line will pass through the xz-plane are (Z, 0, ?j .
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Equations of Planes

In the first section of this chapter we saw a couple of equations of planes. However, none of
those equations had three variables in them and were really extensions of graphs that we could
look at in two dimensions. We would like a more general equation for planes.

So, let’s start by assuming that we know a point that is on the plane, F, = (xo s Voo ZO) . Let’s also
suppose that we have a vector that is orthogonal (perpendicular) to the plane, 7 = <a, b, c> . This
vector is called the normal vector. Now, assume that P = (x, ¥, z) is any point in the plane.
Finally, since we are going to be working with vectors initially we’ll let % and 7 be the position

vectors for Py and P respectively.

Here is a sketch of all these vectors.

&
#
P -+ -
=T
[
5
P
i
X F

Notice that we added in the vector 7 — ;(; which will lie completely in the plane. Also notice that

we put the normal vector on the plane, but there is actually no reason to expect this to be the case.
We put it here to illustrate the point. It is completely possible that the normal vector does not
touch the plane in any way.

Now, because # is orthogonal to the plane, it’s also orthogonal to any vector that lies in the
plane. In particular it’s orthogonal to 7 —7, . Recall from the Dot Product section that two
orthogonal vectors will have a dot product of zero. In other words,

jis(F=1,)=0 = jisF = fier,

This is called the vector equation of the plane.
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A slightly more useful form of the equations is as follows. Start with the first form of the vector
equation and write down a vector for the difference.

(b h{(5.9.2)~(30.30:2)) =0
<a,b,c>-<x—x0,y—y0,z—zo> =0

Now, actually compute the dot product to get,

a(x—x,)+b(y—y,)+c(z—2,)=0

This is called the scalar equation of plane. Often this will be written as,
ax+by+cz=d

where d = ax, +by, +cz, .

This second form is often how we are given equations of planes. Notice that if we are given the
equation of a plane in this form we can quickly get a normal vector for the plane. A normal
vector is,

ﬁz(a,b,c>

Let’s work a couple of examples.

Example 1 Determine the equation of the plane that contains the points P = (1, -2, 0) ,
0= (3,1,4) and R = (0,—1,2) :

Solution

In order to write down the equation of plane we need a point (we’ve got three so we’re cool there)
and a normal vector. We need to find a normal vector. Recall however, that we saw how to do
this in the Cross Product section.

We can form the following two vectors from the given points.
PO =(2,3,4) PR=(-11,2)
These two vectors will lie completely in the plane since we formed them from points that were in

the plane. Notice as well that there are many possible vectors to use here, we just chose two of
the possibilities.

Now, we know that the cross product of two vectors will be orthogonal to both of these vectors.
Since both of these are in the plane any vector that is orthogonal to both of these will also be
orthogonal to the plane. Therefore, we can use the cross product as the normal vector.

ij okl i
i=POxPR=|2 3 4 2 3=2i-8j+5k
-1 1 2/ -1 1

The equation of the plane is then,
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2(x—1)—8(y+2)+5(z—0):O
2x—-8y+5z=18

We used P for the point, but could have used any of the three points.

Example 2 Determine if the plane given by —x+ 2z =10 and the line given by
r= <5, 2—-1,10+ 4t> are orthogonal, parallel or neither.

Solution
This is not as difficult a problem as it may at first appear to be. We can pick off a vector that is

normal to the plane. Thisis 7 = <—1, 0, 2> . We can also get a vector that is parallel to the line.

Thisis v=(0,-1,4).

Now, if these two vectors are parallel then the line and the plane will be orthogonal. If you think
about it this makes some sense. If 7 and v are parallel, then V is orthogonal to the plane, but v
is also parallel to the line. So, if the two vectors are parallel the line and plane will be orthogonal.

Let’s check this.
k| T
ixv=l-1 0 2| =1 0=2+4/+k=0
4 0 -1
So, the vectors aren’t parallel and so the plane and the line are not orthogonal.
Now, let’s check to see if the plane and line are parallel. If the line is parallel to the plane then
any vector parallel to the line will be orthogonal to the normal vector of the plane. In other

words, if 7 and v are orthogonal then the line and the plane will be parallel.

Let’s check this.
nev=0+0+8=8=0

The two vectors aren’t orthogonal and so the line and plane aren’t parallel.

So, the line and the plane are neither orthogonal nor parallel.

© 2007 Paul Dawkins 17 http://tutorial.math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

Quadric Surfaces

In the previous two sections we’ve looked at lines and planes in three dimensions (or R*) and
while these are used quite heavily at times in a Calculus class there are many other surfaces that
are also used fairly regularly and so we need to take a look at those.

In this section we are going to be looking at quadric surfaces. Quadric surfaces are the graphs of
any equation that can be put into the general form

Ax* + By’ +Cz* + Dxy + Exz+ Fyz+Gx+ Hy+Iz+J =0
where 4, ..., J are constants.

There is no way that we can possibly list all of them, but there are some standard equations so
here is a list of some of the more common quadric surfaces.

Ellipsoid
Here is the general equation of an ellipsoid.
2 2 2
x oy oz
A

Here is a sketch of a typical ellipsoid.

If a =b = c then we will have a sphere.

Notice that we only gave the equation for the ellipsoid that has been centered on the origin.
Clearly ellipsoids don’t have to be centered on the origin. However, in order to make the
discussion in this section a little easier we have chosen to concentrate on surfaces that are

“centered” on the origin in one way or another.

Cone
Here is the general equation of a cone.

Here is a sketch of a typical cone.
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Note that this is the equation of a cone that will open along the z-axis. To get the equation of a
cone that opens along one of the other axes all we need to do is make a slight modification of the
equation. This will be the case for the rest of the surfaces that we’ll be looking at in this section
as well.

In the case of a cone the variable that sits by itself on one side of the equal sign will determine the
axis that the cone opens up along. For instance, a cone that opens up along the x-axis will have

the equation,

2 2
X

2
a

2
Z
+—2—

S
o

For most of the following surfaces we will not give the other possible formulas. We will however
acknowledge how each formula needs to be changed to get a change of orientation for the
surface.

Cylinder
Here is the general equation of a cylinder.

This is a cylinder whose cross section is an ellipse. If @ =b we have a cylinder whose cross
section is a circle. We’ll be dealing with those kinds of cylinders more than the general form so
the equation of a cylinder with a circular cross section is,

x2+y2:r2

Here is a sketch of typical cylinder with an ellipse cross section.
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The cylinder will be centered on the axis corresponding to the variable that does not appear in the

equation.

Be careful to not confuse this with a circle. In two dimensions it is a circle, but in three
dimensions it is a cylinder.

Hyperboloid of One Sheet

Here is the equation of a hyperboloid of one sheet.
x2 y2 ~ Z2 _l

T2 T T
a b ¢
Here is a sketch of a typical hyperboloid of one sheet.

The variable with the negative in front of it will give the axis along which the graph is centered.

http://tutorial.math.lamar.edu/terms.aspx
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Hyperboloid of Two Sheets

Here is the equation of a hyperboloid of two sheets.
2 2 2
x Yy oz

———=+—=1
a b
Here is a sketch of a typical hyperboloid of two sheets.

The variable with the positive in front of it will give the axis along which the graph is centered.

Notice that the only difference between the hyperboloid of one sheet and the hyperboloid of two
sheets is the signs in front of the variables. They are exactly the opposite signs.

Elliptic Paraboloid
Here is the equation of an elliptic paraboloid.
2 2
b z
7t y_z =
a b c

As with cylinders this has a cross section of an ellipse and if @ = b it will have a cross section of
a circle. When we deal with these we’ll generally be dealing with the kind that have a circle for a
cross section.

Here is a sketch of a typical elliptic paraboloid.
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In this case the variable that isn’t squared determines the axis upon which the paraboloid opens
up. Also, the sign of ¢ will determine the direction that the paraboloid opens. If ¢ is positive then
it opens up and if ¢ is negative then it opens down.

Hyperbolic Paraboloid

Here is the equation of a hyperbolic paraboloid.
x’ B ¥ z
a b c

Here is a sketch of a typical hyperbolic paraboloid.

These graphs are vaguely saddle shaped and as with the elliptic paraoloid the sign of ¢ will
determine the direction in which the surface “opens up”. The graph above is shown for ¢
positive.
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With the both of the types of paraboloids discussed above the surface can be easily moved up or
down by adding/subtracting a constant from the left side.

For instance

z=-x"-y"+6
is an elliptic paraboloid that opens downward (be careful, the “-” is on the x and y instead of the
z) and starts at z = 6 instead of z=0.

Here are a couple of quick sketches of this surface.

Note that we’ve given two forms of the sketch here. The sketch on the right has the standard set
of axes but it is difficult to see the numbers on the axis. The sketch on the left has been “boxed”
and this makes it easier to see the numbers to give a sense of perspective to the sketch. In most
sketches that actually involve numbers on the axis system we will give both sketches to help get a
feel for what the sketch looks like.
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Functions of Several Variables

In this section we want to go over some of the basic ideas about functions of more than one
variable.

First, remember that graphs of functions of two variables, z = f (x, y) are surfaces in three

dimensional space. For example here is the graph of z=2x"+2y° —4.

This is an elliptic parabaloid and is an example of a quadric surface. We saw several of these in
the previous section. We will be seeing quadric surfaces fairly regularly later on in Calculus III.

Another common graph that we’ll be seeing quite a bit in this course is the graph of a plane. We
have a convention for graphing planes that will make them a little easier to graph and hopefully

visualize.

Recall that the equation of a plane is given by

ax+by+cz=d
or if we solve this for z we can write it in terms of function notation. This gives,

f(x,y)zAx+By+D

To graph a plane we will generally find the intersection points with the three axes and then graph
the triangle that connects those three points. This triangle will be a portion of the plane and it will
give us a fairly decent idea on what the plane itself should look like. For example let’s graph the
plane given by,

f(x,y):12—3x—4y
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For purposes of graphing this it would probably be easier to write this as,
z=12-3x—-4y = 3x+4y+z=12

Now, each of the intersection points with the three main coordinate axes is defined by the fact
that two of the coordinates are zero. For instance, the intersection with the z-axis is defined by
x =y =0. So, the three intersection points are,

x—axis : (4,0,0)
y—axis : (0,3,0)
z—axis : (0,0,12)

Here is the graph of the plane.

Now, to extend this out, graphs of functions of the form w= f (x, ¥, Z) would be four

dimensional surfaces. Of course we can’t graph them, but it doesn’t hurt to point this out.

We next want to talk about the domains of functions of more than one variable. Recall that
domains of functions of a single variable, y = f (x) , consisted of all the values of x that we
could plug into the function and get back a real number. Now, if we think about it, this means
that the domain of a function of a single variable is an interval (or intervals) of values from the
number line, or one dimensional space.

The domain of functions of two variables, z = f (x, y) , are regions from two dimensional space

and consist of all the coordinate pairs, (x, y) , that we could plug into the function and get back a

real number.
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Example 1 Determine the domain of each of the following.
(@) f(x,y)=+/x+y [Solution]
(b) f(x,y) = \/; +\/; [Solution]

(© f(x.y)=In(9-x"-9y") [Solution]

Solution
(a) In this case we know that we can’t take the square root of a negative number so this means
that we must require,

x+y=20
Here is a sketch of the graph of this region.

¥
.
2+
1+

| | | 1 1 | x
-3 -2 -1 1 2 3

[Return to Problems]

(b) This function is different from the function in the previous part. Here we must require that,
x>0 and y=>0
and they really do need to be separate inequalities. There is one for each square root in the

function. Here is the sketch of this region.
¥

-
3k

[Return to Problems]

(¢) In this final part we know that we can’t take the logarithm of a negative number or zero.
Therefore we need to require that,
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2
9-x>—9y? >0 = %+y2<1

and upon rearranging we see that we need to stay interior to an ellipse for this function. Here is a
sketch of this region.

---- "----1-'._-----'-"--
‘_-"F {.j_ “'1‘
o -
[ | | | | 1y
-3 -2 -1 1 2 5
L _ Lt
. 03 e
B B e

[Return to Problems]

Note that domains of functions of three variables, w= f (x, Vv, Z) , will be regions in three

dimensional space.

Example 2 Determine the domain of the following function,

1
xﬂ 9Z =
f( g ) \/x2+y2+22—16

Solution
In this case we have to deal with the square root and division by zero issues. These will require,

X+ +z22-16>0 = xX+y'+z°>16

So, the domain for this function is the set of points that lies completely outside a sphere of radius
4 centered at the origin.

The next topic that we should look at is that of level curves or contour curves. The level curves
of the function z = f (x, y) are two dimensional curves we get by setting z = k , where k& is any

number. So the equations of the level curves are [ (x, y) =k . Note that sometimes the

equation will be in the form f° (x, v, z) =0 and in these cases the equations of the level curves

are f(x,y,k):O.

You’ve probably seen level curves (or contour curves, whatever you want to call them) before. If
you’ve ever seen the elevation map for a piece of land, this is nothing more than the contour
curves for the function that gives the elevation of the land in that area. Of course, we probably
don’t have the function that gives the elevation, but we can at least graph the contour curves.

Let’s do a quick example of this.
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Example 3 1dentify the level curves of f (x, y) =./x*+y* . Sketch a few of them.

Solution
First, for the sake of practice, let’s identify what this surface given by f (x, y) is. To do this

Z=4/X" +y2

Now, this equation is not listed in the Quadric Surfaces section, but if we square both sides we
get,

let’s rewrite it as,

ZZ — x2 +y2
and this is listed in that section. So, we have a cone, or at least a portion of a cone. Since we

know that square roots will only return positive numbers, it looks like we’ve only got the upper
half of a cone.

Note that this was not required for this problem. It was done for the practice of identifying the
surface and this may come in handy down the road.

Now on to the real problem. The level curves (or contour curves) for this surface are given by
the equation are found by substituting z =k . In the case of our example this is,

k:1/x2+y2 = x2+y2:k2
where k is any number. So, in this case, the level curves are circles of radius £ with center at the

origin.

We can graph these in one of two ways. We can either graph them on the surface itself or we can
graph them in a two dimensional axis system. Here is each graph for some values of £.
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Note that we can think of contours in terms of the intersection of the surface that is given by
z=f (x, y) and the plane z = k. The contour will represent the intersection of the surface and

the plane.

For functions of the form f° (x, V, z) we will occasionally look at level surfaces. The equations

of level surfaces are given by f (x, ¥, Z) =k where k is any number.

The final topic in this section is that of traces. In some ways these are similar to contours. As
noted above we can think of contours as the intersection of the surface given by z = f (x, y) and

the plane z = k. Traces of surfaces are curves that represent the intersection of the surface and
the plane givenby x=a or y=>.

Let’s take a quick look at an example of traces.

Example 4 Sketch the traces of f(x,y) =10—4x*>—y” forthe plane x=1 and y=2.

Solution
We’ll start with x =1. We can get an equation for the trace by plugging x =1 into the equation.
Doing this gives,

z=f(Ly)=10-4(1) -»* =  z=6-)
and this will be graphed in the plane given by x =1.
Below are two graphs. The graph on the left is a graph showing the intersection of the surface

and the plane given by x =1. On the right is a graph of the surface and the trace that we are after
in this part.
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l ZEI A
*3 Ty *3 Ty

For y =2 we will do pretty much the same thing that we did with the first part. Here is the
equation of the trace,

z=f(x2)=10-4x~(2)) = z=6-4x’

and here are the sketches for this case.

ZEH ZEH

© 2007 Paul Dawkins 30 http://tutorial. math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

Vector Functions

We first saw vector functions back when we were looking at the Equation of Lines. In that section

we talked about them because we wrote down the equation of a line in R? in terms of a vector
function (sometimes called a vector-valued function). In this section we want to look a little

closer at them and we also want to look at some vector functions in IR® other than lines.

A vector function is a function that takes one or more variables and returns a vector. We’ll spend
most of this section looking at vector functions of a single variable as most of the places where
vector functions show up here will be vector functions of single variables. We will however
briefly look at vector functions of two variables at the end of this section.

A vector functions of a single variable in R* and R’ have the form,
F(0)=(/(1)-2(1)) F(6)=(7(1).g(1):h(1))

respectively, where f (t) , g(t) and h(t) are called the component functions.

The main idea that we want to discuss in this section is that of graphing and identifying the graph
given by a vector function. Before we do that however, we should talk briefly about the domain
of a vector function. The domain of a vector function is the set of all #’s for which all the
component functions are defined.

Example 1 Determine the domain of the following function.
F(1)= <cost,1n(4—t),\/t+1>

Solution
The first component is defined for all #’s. The second component is only defined for # <4. The
third component is only defined for # > —1. Putting all of these together gives the following
domain.

[-1.4)

This is the largest possible interval for which all three components are defined.

Let’s now move into looking at the graph of vector functions. In order to graph a vector function
all we do is think of the vector returned by the vector function as a position vector for points on

the graph. Recall that a position vector, say v = <a, b, c> , 1s a vector that starts at the origin and

ends at the point (a,b,c) .

So, in order to sketch the graph of a vector function all we need to do is plug in some values of ¢
and then plot points that correspond to the resulting position vector we get out of the vector
function.

Because it is a little easier to visualize things we’ll start off by looking at graphs of vector
functions in R*.
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Example 2 Sketch the graph of each of the following vector functions.
(@) 7(¢)=(1,1) [Solution]
M) 7(1)= <t,t3 —10t+7> [Solution]

Solution

@) 7(¢)=(11)

Okay, the first thing that we need to do is plug in a few values of ¢ and get some position vectors.
Here are a few,

F(3)=(31)  FED=(L) F(2)=(20) F(5)=(5.1)

So, what this tells us is that the following points are all on the graph of this vector function.

(-3.,1) (-L1) (2,1) (5,1)

Here is a sketch of this vector function.

t=-5 t=-4 t=-3 t=-2 t=-1 t0 t

~s sttt

I I | | I S | | | |
-5 -4 -3 =2 -1 1] 1 2 3 4 5

In this sketch we’ve included many more evaluations that just those above. Also note that we’ve
put in the position vectors (in gray and dashed) so you can see how all this is working. Note
however, that in practice the position vectors are generally not included in the sketch.

In this case it looks like we’ve got the graph of the line y =1.
[Return to Problems]

(®) 7(t)=(t.' =10t +7)
Here are a couple of evaluations for this vector function.

7(-3)=(-3,10) 7(-1)=(-116) 7(1)=(1,-2) 7(3)=(3,4)

So, we’ve got a few points on the graph of this function. However, unlike the first part this isn’t
really going to be enough points to get a good idea of this graph. In general, it can take quite a
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few function evaluations to get an idea of what the graph is and it’s usually easier to use a
computer to do the graphing.

Here is a sketch of this graph. We’ve put in a few vectors/evaluations to illustrate them, but the
reality is that we did have to use a computer to get a good sketch here.
¥

t=-1

t=-3

[Return to Problems]

Both of the vector functions in the above example were in the form,
F(1)={r.2(1))
and what we were really sketching is the graph of y =g (x) as you probably caught onto. Let’s

graph a couple of other vector functions that do not fall into this pattern.

Example 3 Sketch the graph of each of the following vector functions.
(a) 7 (¢)=(6cost,3sint) [Solution]

M) 7(1) = <t—2$int,t2> [Solution]

Solution

As we saw in the last part of the previous example it can really take quite a few function
evaluations to really be able to sketch the graph of a vector function. Because of that we’ll be
skipping all the function evaluations here and just giving the graph. The main point behind this
set of examples is to not get you too locked into the form we were looking at above. The first
part will also lead to an important idea that we’ll discuss after this example.

So, with that said here are the sketches of each of these.
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(a) 7(¢)=(6cost,3sin¢)

So, in this case it looks like we’ve got an ellipse.
[Return to Problems]

(®) 7(t)=(t-2sint,2*)

Here’s the sketch for this vector function.
}I

t=-3

= -l:..J

t=1 I_.. .I.' t==1

I
laa
|
[3%)
|
i
=
s
b -
laa

[Return to Problems]

Before we move on to vector functions in R’ let’s go back and take a quick look at the first
vector function we sketched in the previous example, 7 (t) = <6 cost,3sin t> . The fact that we
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got an ellipse here should not come as a surprise to you. We know that the first component
function gives the x coordinate and the second component function gives the y coordinates of the
point that we graph. If we strip these out to make this clear we get,

x =6cost y =3sint

This should look familiar to you. Back when we were looking at Parametric Equations we saw
that this was nothing more than one of the sets of parametric equations that gave an ellipse.

This is an important idea in the study of vector functions. Any vector function can be broken
down into a set of parametric equations that represent the same graph. In general, the two

dimensional vector function, 7 (t) = < f (t) g (t)> , can be broken down into the parametric

equations,

x=f(t) y=g(t)

Likewise, a three dimensional vector function, 7 (t) = < f (t) , g (t) Jh (t)> , can be broken down

into the parametric equations,

xzf(t) y:g(t) z=h(t)

Do not get too excited about the fact that we’re now looking at parametric equations in R*. They

work in exactly the same manner as parametric equations in R”> which we’re used to dealing
with already. The only difference is that we now have a third component.

Let’s take a look at a couple of graphs of vector functions.

Example 4 Sketch the graph of the following vector function.
F(t)=(2-4t,-1+51,3+1)

Solution
Notice that this is nothing more than a line. It might help if we rewrite it a little.

F(1)=(2,-1,3)+1(-4.,5,1)

In this form we can see that this is the equation of a line that goes through the point (2, -1, 3) and

is parallel to the vector v = <—4,5, 1> .

To graph this line all that we need to do is plot the point and then sketch in the parallel vector. In
order to get the sketch will assume that the vector is on the line and will start at the point in the
line. To sketch in the line all we do this is extend the parallel vector into a line.

Here is a sketch.
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Example 5 Sketch the graph of the following vector function.
7(t)={(2cost,2sint,3)

Solution
In this case to see what we’ve got for a graph let’s get the parametric equations for the curve.
x =2cost y=2sint z=3

If we ignore the z equation for a bit we’ll recall (hopefully) that the parametric equations for x and
y give a circle of radius 2 centered on the origin (or about the z-axis since we are in R”).

Now, all the parametric equations here tell us is that no matter what is going on in the graph all
the z coordinates must be 3. So, we get a circle of radius 2 centered on the z-axis and at the level
of z=3.

Here is a sketch.

Note that it is very easy to modify the above vector function to get a circle centered on the x or y-
axis as well. For instance,

F(1)= <10$int, —3,IOCost>
will be a circle of radius 10 centered on the y-axis and at y =—3. In other words, as long as two

of the terms are a sine and a cosine (with the same coefficient) and the other is a fixed number
then we will have a circle that is centered on the axis that is given by the fixed number.
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Let’s take a look at a modification of this.

Example 6 Sketch the graph of the following vector function.
7(t)={(4cost,4sint,z)

Solution

If this one had a constant in the z component we would have another circle. However, in this case
we don’t have a constant. Instead we’ve got a ¢ and that will change the curve. However,
because the x and y component functions are still a circle in parametric equations our curve
should have a circular nature to it in some way.

In fact, the only change is in the z component and as ¢ increases the z coordinate will increase.
Also, as t increases the x and y coordinates will continue to form a circle centered on the z-axis.
Putting these two ideas together tells us that at we increase ¢ the circle that is being traced out in
the x and y directions should be also be rising.

Here is a sketch of this curve.

10

So, we’ve got a helix (or spiral, depending on what you want to call it) here.

As with circles the component that has the 7 will determine the axis that the helix rotates about.
For instance,

7(t)={(t,6cost,6sin)

is a helix that rotates around the x-axis.

Also note that if we allow the coefficients on the sine and cosine for both the circle and helix to
be different we will get ellipses.

For example,

F(1)= <9 cost,t,2sin t>
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will be a helix that rotates about the y-axis and is in the shape of an ellipse.

There is a nice formula that we should derive before moving onto vector functions of two
variables.

Example 7 Determine the vector equation for the line segment starting at the point
P= (xl,yl,zl) and ending at the point Q = (xz,yz,zz).

Solution

It is important to note here that we only want the equation of the line segment that starts at P and
ends at 0. We don’t want any other portion of the line and we do want the direction of the line
segment preserved as we increase £. With all that said, let’s not worry about that and just find the
vector equation of the line that passes through the two points. Once we have this we will be able
to get what we’re after.

So, we need a point on the line. We’ve got two and we will use P. We need a vector that is
parallel to the line and since we’ve got two points we can find the vector between them. This
vector will lie on the line and hence be parallel to the line. Also, let’s remember that we want to
preserve the starting and ending point of the line segment so let’s construct the vector using the
same “orientation”.

v :<x2 XV T2, _Zl>

Using this vector and the point P we get the following vector equation of the line.

—

r(t) = <x1ay1azl>+t<x2 XV T V2, _Zl>
While this is the vector equation of the line, let’s rewrite the equation slightly.

F(t):<xl,yl,zl>+t<x2,y2,zz>—t<xl,yl,zl>
=(l—f)<xl,yl,zl>+t<x2,y2,zz>

This is the equation of the line that contains the points P and Q. We of course just want the line
segment that starts at P and ends at Q. We can get this by simply restricting the values of ¢.

Notice that
?(0)=<x1,y1,zl> ?(1):<x2,y2,zz>

So, if we restrict ¢ to be between zero and one we will cover the line segment and we will start
and end at the correct point.
So the vector equation of the line segment that starts at P = (xl Vi Zl) and ends at
0= (xz,yz,zz) is,
F(t):(1—t)<xl,y1,zl>+t<x2,y2,zz> 0<r<1
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As noted briefly at the beginning of this section we can also have vector functions of two
variables. In these case the graphs of vector function of two variables are surfaces. So, to make
sure that we don’t forget that let’s work an example with that as well.

Example 8 1dentify the surface that is described by 7 (x, y) =Xi+yj+ (x2 +y° )lg .

Solution
First, notice that in this case the vector function will in fact be a function of two variables. This
will always be the case when we are using vector functions to represent surfaces.

To identify the surface let’s go back to parametric equations.
X=x y=y z=x"+y’

The first two are really only acknowledging that we are picking x and y for free and then
determining z from our choices of these two. The last equation is the one that we want. We
should recognize that function from the section on quadric surfaces. The third equation is the
equation of an elliptic paraboloid and so the vector function represents an elliptic paraboloid.

As a final topic for this section let’s generalize the idea from the previous example and note that
given any function of one variable (y = f (x) or x=nh ( y) ) or any function of two variables

(z= g(x,y) ,X = g(y,z) ,0r y= g(x,z)) we can always write down a vector form of the

equation.

For a function of one variable this will be,
?(x) :xf+f(x)j
and for a function of two variables the vector form will be,
7(x,y)=xf+yj+g(x,y)l€ 7(y,z)zg(y,z)f+y]’+zl€

—

+zk

(»)=h(»)i+yj

Ny

F(x,z)=xi+g(x,z)/]
depending upon the original form of the function.

For example the hyperbolic paraboloid y = 2x” —5z% can be written as the following vector
function.
F(x,z)= )cz7+(2x2 —522)]+zl€

This is a fairly important idea and we will be doing quite a bit of this kind of thing in Calculus III.
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Calculus with Vector Functions

In this section we need to talk briefly about limits, derivatives and integrals of vector functions.
As you will see, these behave in a fairly predictable manner. We will be doing all of the work in

R® but we can naturally extend the formulas/work in this section to R” (i.e. n-dimensional
space).

Let’s start with limits. Here is the limit of a vector function.

lim 7 (1) =lim(/ (). g ().2(1))
= {lim 7 (t)tim 1) Limh (1)
=lim / (¢)7 +limg(¢) j +limh(r)k

t—a t—a

So, all that we do is take the limit of each of the component’s functions and leave it as a vector.

t-1

, sin(37-3) 2t>

Example 1 Compute lim?(t) where F(t) = <t ,—.e
t—1

Solution
There really isn’t all that much to do here.

limf(t)=<limt3,limm,lime2’>

t—1 t—1 t—1 t—1 t—>1
) . 3cos(3t-3) .
= <11m £, hm#, 11me2’>
t—>1 t—1 1 t—1

:<l,3,e2>

Notice that we had to use L.’Hospital’s Rule on the y component.

Now let’s take care of derivatives and after seeing how limits work it shouldn’t be too surprising
that we have the following for derivatives.

F(6)=(F'(1).8' (1)1 (1)) = £/ (0)F +&' () F+ M (1) K

Example 2 Compute F'(t) for F(t) =1°7 +sin(2t)] —1n(t+1)1€ .

Solution
There really isn’t too much to this problem other than taking the derivatives.

F’(t):6t517+2cos(2t)]—ﬁl€
+

Most of the basic facts that we know about derivatives still hold however, just to make it clear
here are some facts about derivatives of vector functions.
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Facts
d o o\ o
E(u+v)=u +7
(cﬁ)’zcu'
L7 (0a(0) = £ Oa()+ (@)
d

There is also one quick definition that we should get out of the way so that we can use it when we
need to.

A smooth curve is any curve for which F'(t) is continuous and F'(t) # (0 for any ¢ except

possibly at the endpoints. A helix is a smooth curve, for example.

Finally, we need to discuss integrals of vector functions. Using both limits and derivatives as a
guide it shouldn’t be too surprising that we also have the following for integration for indefinite
integrals

J'F(t):<J'f(t)dt,J'g(t)dt,jh(t)dt>+E
[7(e)=[r(e)de i+ [g(e)de j+[h(e)de k+&

and the following for definite integrals.

Ij?(t)dt = <Ijf(t)dt,jjg(t)dt,jjh(t)dt>

I:F(t)dtzj:f(t)dt ?+J':g(t)dt ]+j:h(t)dt i

With the indefinite integrals we put in a constant of integration to make sure that it was clear that
the constant in this case needs to be a vector instead of a regular constant.

Also, for the definite integrals we will sometimes write it as follows,
b

["7(c)ar :(<jf(t)dt,jg(t)dt,jh(t)dt»a
j:?(t)dt:(jf(t)dt f+jg(t)dt ]‘+J'h(t)dt IE)‘

In other words, we will do the indefinite integral and then do the evaluation of the vector as a
whole instead of on a component by component basis.

b
a
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Example 3 Compute J.?(t)dt for 77(1) = <Sin(t), 6,4t> )

Solution
All we need to do is integrate each of the components and be done with it.

j?(t)dt - <—cos(t),6t,2t2>+6

l — — .
Example 4 Compute J.O 7(1)dt for 7 (1) = <sm(t), 6,4t> .
Solution
In this case all that we need to do is reuse the result from the previous example and then do the

evaluation.
[[7(r)dr = (<—cos(t),6t,2tz>);

(~cos(1),6,2)~(-1,0,0)
= <1—cos(1),6,2>
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Tangent, Normal and Binormal Vectors

In this section we want to look at an application of derivatives for vector functions. Actually,
there are a couple of applications, but they all come back to needing the first one.

In the past we’ve used the fact that the derivative of a function was the slope of the tangent line.
With vector functions we get exactly the same result, with one exception.

Given the vector function, 7 (t) , we call 7' (t) the tangent vector provided it exists and
provided 7’ (t) #0. The tangent line to 7 (t) at P is then the line that passes through the point P
and is parallel to the tangent vector, 7’ (t) . Note that we really do need to require 7' (t) #0 in

order to have a tangent vector. If we had 7' (t) = 0 we would have a vector that had no

magnitude and so couldn’t give us the direction of the tangent.

Also, provided 7' (t) # 6, the unit tangent vector to the curve is given by,

.o (1)
T

While, the components of the unit tangent vector can be somewhat messy on occasion there are
times when we will need to use the unit tangent vector instead of the tangent vector.

Example 1 Find the general formula for the tangent vector and unit tangent vector to the curve
givenby 7(¢)=1>7 +2sint j+2costk .

Solution

First, by general formula we mean that we won’t be plugging in a specific ¢ and so we will be
finding a formula that we can use at a later date if we’d like to find the tangent at any point on the
curve. With that said there really isn’t all that much to do at this point other than to do the work.

Here is the tangent vector to the curve.
F'(t)=2ti +2cost j—2sintk

To get the unit tangent vector we need the length of the tangent vector.
HF'(t)H = J4£* +4cos’ t +4sin’ ¢

=4’ +4

The unit tangent vector is then,

f(t):;(Zﬁ+2cost}—25int1€)

Va4t +4

2t -  2cost - 2sint

= i+ Jj-
Jar +4 4 +4” Jar 44

Eant]
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Example 2 Find the vector equation of the tangent line to the curve given by
F(t)=1*i+2sint j+2costk atr==%.

Solution

First we need the tangent vector and since this is the function we were working with in the
previous example we can just reuse the tangent vector from that example and plug in ¢ =%-.

F’(Ejzz—nz+2cos( j] 25111( j];:_l-i_‘] -3k
3 3 3 3 3

We’ll also need the point on the line at # =Z- so,

2
F(Ej:%5+\/§]+k

3

The vector equation of the line is then,

F(Z):<%2,\/§,l>+t<27ﬂ’1,_\/§>

Before moving on let’s note a couple of things about the previous example. First, we could have
used the unit tangent vector had we wanted to for the parallel vector. However, that would have
made for a more complicated equation for the tangent line.

Second, notice that we used 7 (t) to represent the tangent line despite the fact that we used that

as well for the function. Do not get excited about that. The 7 (t) here is much like y is with
normal functions. With normal functions, y is the generic letter that we used to represent
functions and 7 (t) tends to be used in the same way with vector functions.

Next we need to talk about the unit normal and the binormal vectors.

The unit normal vector is defined to be,

The unit normal is orthogonal (or normal, or perpendicular) to the unit tangent vector and hence
to the curve as well. We’ve already seen normal vectors when we were dealing with Equations of
Planes. They will show up with some regularity in several Calculus III topics.

The definition of the unit normal vector always seems a little mysterious when you first see it. It
follows directly from the following fact.

Fact

Suppose that F(t) is a vector such that HF(t)H = ¢ for all ¢. Then F'(t) is orthogonal to F(t).

© 2007 Paul Dawkins 44 http://tutorial.math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

To prove this fact is pretty simple. From the fact statement and the relationship between the
magnitude of a vector and the dot product we have the following.

F(0)eF()=[F () =c*  foralls
Now, because this is true for all # we can see that,
d . _ d
E(r (t)-r (t)) =Z(c2) =0

Also, recalling the fact from the previous section about differentiating a dot product we see that,
%("(t)'f"(f)) =7 (1)o7 (e)+7 (1) (1) =27 (2)+7 ()
Or, upon putting all this together we get,
27 (1)+7(£)=0 = F'(t)eF(t)=0
Therefore 7' (t) is orthogonal to 7 (t) )

The definition of the unit normal then falls directly from this. Because T (t) is a unit vector we
know that HT (t)” =1 for all ¢ and hence by the Fact T '(t) is orthogonal to T (t) . However,
because T (t) is tangent to the curve, T (t) must be orthogonal, or normal, to the curve as well

and so be a normal vector for the curve. All we need to do then is divide by HT ' (t)H to arrive at a

unit normal vector.

Next, is the binormal vector. The binormal vector is defined to be,

B(t)=T(t)xN(t)

Because the binormal vector is defined to be the cross product of the unit tangent and unit normal
vector we then know that the binormal vector is orthogonal to both the tangent vector and the
normal vector.

Example 3 Find the normal and binormal vectors for 7 (t) = <t, 3sint,3cos t> )

Solution
We first need the unit tangent vector so first get the tangent vector and its magnitude.

7 (t)=(1,3cost,~3sint)
HF’(t)H —J1+9cos? £ +9sin’¢ =10

The unit tangent vector is then,

T(t)= L,icost,—isint
J10° 10 J10

© 2007 Paul Dawkins 45 http://tutorial.math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

The unit normal vector will now require the derivative of the unit tangent and its magnitude
T'(t)= < \/_smt \/_cost>
- 9 . 9 9
t)H:\/—sm2t+—coszt ===
10 10 10 10

The unit normal vector is then,

N(t) = @<O,—%sin t,—%cost> =(0,—sinz,—cos?)

Finally, the binormal vector is,

B(t)=T(t)xN(t)

i j 2 i
1 3 3 . 1
7o 7o —ﬁsmt E \/_Ocost
0 —sint —cost 0 —sint
3 U 3 .
:_ECOS ti _ESIHtk+ECOStJ_ESln ti

3

- 1
=———=1 +—=cost
V10 V10 J- V10

——_sint k

http://tutorial.math.lamar.edu/terms.aspx
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Arc Length with Vector Functions

In this section we’ll recast an old formula into terms of vector functions. We want to determine
the length of a vector function,

on the interval a <t <b.

We actually already know how to do this. Recall that we can write the vector function into the
parametric form,

Also, recall that with two dimensional parametric curves the arc length is given by,

L= [T +[g)] a

There is a natural extension of this to three dimensions. So, the length of the curve 7 (t) on the

interval a <t <b is,

L= [ YL@ +[e O +[# (O] a

There is a nice simplification that we can make for this. Notice that the integrand (the function
we’re integrating) is nothing more than the magnitude of the tangent vector,

[F@O|=ALr )] +[g' ()] +[w' ()T

Therefore, the arc length can be written as,

L=

F(t)” dt

Let’s work a quick example of this.

Example 1 Determine the length of the curve 7 (t) = <2t, 3sin (21,‘) ,3cos (2t)> on the interval

0<t<L2rm.

Solution
We will first need the tangent vector and its magnitude.

7 (t)=(2,6cos(2t),~6sin(21))

|7 (1)) = /4 +36co0s? (2¢) +36sin* (2r) =/4+36 = 210

The length is then,
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L=[;
=j02”2\/ﬁdt
=47+/10

F'(l)”dl

We need to take a quick look at another concept here. We define the arc length function as,

s(2) = [ 7 ()] au

Before we look at why this might be important let’s work a quick example.

Example 2 Determine the arc length function for 7 (t) = <2t, 3sin (21‘) ,3cos (2t)> .

Solution
From the previous example we know that,

7 (t)|=2+10

The arc length function is then,

s(t):IOtZ\/Edu :(2\/Eu) =210¢

t
0

Okay, just why would we want to do this? Well let’s take the result of the example above and
solve it for 7.
s

2410

Now, taking this and plugging it into the original vector function and we can reparameterize the

=

function into the form, 7 (t (S)) . For our function this is,

f(r<s>)=<ﬁa3sm(ﬁj’3“g(ﬁj>

So, why would we want to do this? Well with the reparameterization we can now tell where we
are on the curve after we’ve traveled a distance of s along the curve. Note as well that we will
start the measurement of distance from where we are at ¢ = 0.

Example 3 Where on the curve 7 (t) = <2t, 3sin (21,‘) ,3cos (2t)> are we after traveling for a

710
3

?

distance of

Solution
To determine this we need the reparameterization, which we have from above.
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f(r<s>)=<ﬁa3sm(ﬁj’3“g(ﬁj>

into this and we’ll

Then, to determine where we are all that we need to do is plug in s =
get our location.

) (o) (525

7~+/10

So, after traveling a distance of

. T 3
along the curve we are at the point (E’_’E] .
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Curvature

In this section we want to briefly discuss the curvature of a smooth curve (recall that for a
smooth curve we require 7' (t) is continuous and 7' (t) #0). The curvature measures how fast a

curve is changing direction at a given point.

There are several formulas for determining the curvature for a curve. The formal definition of
curvature is,

ar
ds

K=

where T is the unit tangent and s is the arc length. Recall that we saw in a previous section how
to reparameterize a curve to get it into terms of the arc length.

In general the formal definition of the curvature is not easy to use so there are two alternate
formulas that we can use. Here they are.

F ()% (1)

K=5——7 == -

7 (o)) 7o)

These may not be particularly easy to deal with either, but at least we don’t need to
reparameterize the unit tangent.

Example 1 Determine the curvature for 7 (¢) =(t,3sinz,3cos?).

Solution
Back in the section when we introduced the tangent vector we computed the tangent and unit
tangent vectors for this function. These were,

F(1)= <1, 3cost,—3sin t>

T(t)= L,icost,—isint
V10 +/10 V10
The derivative of the unit tangent is,
= 3 3
T'(t)=(0,——=sint,———cost
() < 10 V10 >

The magnitudes of the two vectors are,

HF'(f)H=\/l+9coszt+9sin2t =J10

[P0 - o+ ot [ 2

The curvature is then,
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~

K=

o _s
0]~ o 10

In this case the curvature is constant. This means that the curve is changing direction at the same
rate at every point along it. Recalling that this curve is a helix this result makes sense.

Example 2 Determine the curvature of 7 (t) =27 +tk.

Solution
In this case the second form of the curvature would probably be easiest. Here are the first couple
of derivatives.

F(t)=2ti +k 7(t)=21

Next, we need the cross product.

i okl 7]
F(t)xr"(t)=2¢ 0 1| 2t 0
2 0 0 2 0

=27

The magnitudes are,

F ()% (1)] =2 |7 (£)] = V4> +1

The curvature at any value of ¢ is then,

2
K=

(47 +1)3

There is a special case that we can look at here as well. Suppose that we have a curve given by
yv=Ff (x) and we want to find its curvature.

As we saw when we first looked at vector functions we can write this as follows,

?(x):x7+f(x)j

If we then use the second formula for the curvature we will arrive at the following formula for the
curvature.

el
(1+[ T

K=
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Velocity and Acceleration

In this section we need to take a look at the velocity and acceleration of a moving object.

From Calculus I we know that given the position function of an object that the velocity of the
object is the first derivative of the position function and the acceleration of the object is the
second derivative of the position function.

So, given this it shouldn’t be too surprising that if the position function of an object is given by
the vector function 7 (t) then the velocity and acceleration of the object is given by,

v(1)=7(1) a(r)=7r"(¢)

Notice that the velocity and acceleration are also going to be vectors as well.

In the study of the motion of objects the acceleration is often broken up into a tangential
component, ar, and a normal component, ay. The tangential component is the part of the
acceleration that is tangential to the curve and the normal component is the part of the
acceleration that is normal (or orthogonal) to the curve. If we do this we can write the
acceleration as,

a=a,T+a,N

where T and N are the unit tangent and unit normal for the position function.

If we define v= HV (Z)” then the tangential and normal components of the acceleration are given

by,

Pt (1) ._F(x7 ()]

ar =V =—7— 71 ay =Ky :—‘

a0 a0

where Kk is the curvature for the position function.

There are two formulas to use here for each component of the acceleration and while the second
formula may seem overly complicated it is often the easier of the two. In the tangential
component, v, may be messy and computing the derivative may be unpleasant. In the normal
component we will already be computing both of these quantities in order to get the curvature and
so the second formula in this case is definitely the easier of the two.

Let’s take a quick look at a couple of examples.

Example 1 1f the acceleration of an object is given by @ =7 +2j + 6tk find the object’s
velocity and position functions given that the initial velocity is v (O) = j —k and the initial
position is 77(0) =i -27+ 3k .

Solution

We’ll first get the velocity. To do this all (well almost all) we need to do is integrate the
acceleration.
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W(t)=[a(t)de
:If+2]+6tEdt
=10 +2t j+3%k+¢

To completely get the velocity we will need to determine the “constant” of integration. We can
use the initial velocity to get this.

j—k=v (0) =c
The velocity of the object is then,
V()=ti+2j+30k+j—k
=17 +(2t+1)j+(3 1)k
We will find the position function by integrating the velocity function.
F(t)=[v(e)dt

= [ei +(2e+1) 7 +(3¢ - 1)k dt
:%t2f+(t2+t)]’+(t3 ~t)k+¢

Using the initial position gives us,

i-2j+3k=7(0)=¢

So, the position function is,

F(t):etzﬂjh(tz +1-2)f+(£-1+3)k

Example 2 For the object in the previous example determine the tangential and normal
components of the acceleration.

Solution
There really isn’t much to do here other than plug into the formulas. To do this we’ll need to
notice that,

()=t +(2t+1)]+(36 1)k

i
F(t)=1+2] +6tk

Let’s first compute the dot product and cross product that we’ll need for the formulas.

F ()7 (¢) =t +2(20+1)+6¢ (32 1) =186 — 1 +2
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— —

i k| i
F(O)x7"(t)=|t 2t+1 32-1 ¢ 2t+1
I 2 6t 12

(66) (26 +1)7 +(3¢> 1) j + 2tk — 667 —2(3¢ —1)i (2t +1)k
(66* +6t+2)i =(367 +1)j —k

Next, we also need a couple of magnitudes.

[P (0)] = +(2e+1) (32 =1) =or =7 +ar+2

7 (2)<7" (1)) = \/(6# +61+2) + (37 +1) +1=/457 +72¢ + 661 +241+6

The tangential component of the acceleration is then,
186 —1+2

Jor* =2 + 4142

aT:

The normal component of the acceleration is,
4514 17260 + 661 + 241 +6 \/ 451* +726 + 6617 +241 +6
Jort — 2 + 4t +2 o' — £ +4t+2

ay
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Cylindrical Coordinates

As with two dimensional space the standard (x, v, Z) coordinate system is called the Cartesian

coordinate system. In the last two sections of this chapter we’ll be looking at some alternate
coordinate systems for three dimensional space.

We’ll start off with the cylindrical coordinate system. This one is fairly simple as it is nothing
more than an extension of polar coordinates into three dimensions. Not only is it an extension of
polar coordinates, but we extend it into the third dimension just as we extend Cartesian
coordinates into the third dimension. All that we do is add a z on as the third coordinate. The r
and 6 are the same as with polar coordinates.

Here is a sketch of a point in R .

z
[x,y,z) = [r,é?,z)
b 4
2
e .7 !

The conversions for x and y are the same conversions that we used back when we were looking at
polar coordinates. So, if we have a point in cylindrical coordinates the Cartesian coordinates can
be found by using the following conversions.

x=rcosf
y=rsinf
zZ=2Z

The third equation is just an acknowledgement that the z-coordinate of a point in Cartesian and
polar coordinates is the same.

Likewise, if we have a point in Cartesian coordinates the cylindrical coordinates can be found by
using the following conversions.
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r=4x"+y OR rt=x*+y’
9:tan1(ZJ

X
z=z

Let’s take a quick look at some surfaces in cylindrical coordinates.

Example 1 1dentify the surface for each of the following equations.

(@ r=>5

(b) ¥ +z° =100

() z=r
Solution

(a) In two dimensions we know that this is a circle of radius 5. Since we are now in three
dimensions and there is no z in equation this means it is allowed to vary freely. So, for any given
z we will have a circle of radius 5 centered on the z-axis.

In other words, we will have a cylinder of radius 5 centered on the z-axis.

(b) This equation will be easy to identify once we convert back to Cartesian coordinates.
2 2
r-+z =100

X'+’ +2° =100
So, this is a sphere centered at the origin with radius 10.

(c) Again, this one won’t be too bad if we convert back to Cartesian. For reasons that will be
apparent eventually, we’ll first square both sides, then convert.

2 2
z =r

Z2 :xz +y2

From the section on quadric surfaces we know that this is the equation of a cone.
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Spherical Coordinates

In this section we will introduce spherical coordinates. Spherical coordinates can take a little
getting used to. It’s probably easiest to start things off with a sketch.

£

(0.8, ¢)

(%.2)

Spherical coordinates consist of the following three quantities.

First there is p . This is the distance from the origin to the point and we will require p > 0.

Next there is 6. This is the same angle that we saw in polar/cylindrical coordinates. It is the
angle between the positive x-axis and the line above denoted by » (which is also the same  as in
polar/cylindrical coordinates). There are no restrictions on 0 .

Finally there is ¢ . This is the angle between the positive z-axis and the line from the origin to
the point. We will require 0<¢p <7 .

In summary, p is the distance from the origin to the point, ¢ is the angle that we need to rotate

down from the positive z-axis to get to the point and 6 is how much we need to rotate around the
z-axis to get to the point.

We should first derive some conversion formulas. Let’s first start with a point in spherical
coordinates and ask what the cylindrical coordinates of the point are. So, we know ( p,0, (p) and

want to find (r, 0, Z) . Of course we really only need to find r and z since 6 is the same in both

coordinate systems.

We will be able to do all of our work by looking at the right triangle shown above in our sketch.
With a little geometry we see that the angle between z and p is ¢ and so we can see that,
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Z=pCcosSQ

r=psing
and these are exactly the formulas that we were looking for. So, given a point in spherical
coordinates the cylindrical coordinates of the point will be,

r=psing
0=0
Z=pCoSQ

Note as well that,

r’+z"=p°cos’p+p’sinp=p° (cos2 @ +sin’ (p) =p’

Or,

pi=r’+z’

Next, let’s find the Cartesian coordinates of the same point. To do this we’ll start with the
cylindrical conversion formulas from the previous section.

x=rcosf
y=rsinf
z=Z

Now all that we need to do is use the formulas from above for » and z to get,

x=psingcosO
y=psingpsinf
Z=pCcosQ

Also note that since we know that 7* = x* + y* we get,

p2:x2+y2+22

Converting points from Cartesian or cylindrical coordinates into spherical coordinates is usually
done with the same conversion formulas. To see how this is done let’s work an example of each.

Example 1 Perform each of the following conversions.
(a) Convert the point (\/g ,Z,\/E j from cylindrical to spherical coordinates.

[Solution]
(b) Convert the point (—1,1, —ﬁ ) from Cartesian to spherical coordinates.

[Solution]
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Solution

(a) Convert the point (\/g ,%,ﬁ j from cylindrical to spherical coordinates.

We’ll start by acknowledging that 6 is the same in both coordinate systems and so we don’t need
to do anything with that.

Next, let’s find p .

p=NrP+z2 =J6+2=8=22

Finally, let’s get ¢ . To do this we can use either the conversion for » or z.  We’ll use the

Z=pCcosQ = COS(p—£—£ = ¢ =cos”' 1.z
B o 22 B 2) 3

Notice that there are many possible values of ¢ that will give cos¢ =1, however, we have

conversion for z.

restricted ¢ to the range 0 < ¢ < 7 and so this is the only possible value in that range.

So, the spherical coordinates of this point will are (2\/5 ,%,%) .

[Return to Problems]

(b) Convert the point (—1, 1,—\/5 ) from Cartesian to spherical coordinates.

The first thing that we’ll do here is find p .
p=yx "+ +z2" =J1+1+2=2

Now we’ll need to find ¢ . We can do this using the conversion for z.

zZ _\/5 _1(_\/5] 37T
z=pcosep = cosQp=—=—— = p=cos | — |=—
o} 2 2

As with the last parts this will be the only possible ¢ in the range allowed.

Finally, let’s find 0. To do this we can use the conversion for x or y. We will use the conversion
for y in this case.

sinf = y = ! :LZQ = 6:£0r9:3_ﬂ
psing 2[\/5] V22 4 4
2

Now, we actually have more possible choices for 6 but all of them will reduce down to one of
the two angles above since they will just be one of these two angles with one or more complete
rotations around the unit circle added on.

We will however, need to decide which one is the correct angle since only one will be. To do
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this let’s notice that, in two dimensions, the point with coordinates x = —1 and y =1 lies in the

second quadrant. This means that 6 must be angle that will put the point into the second
quadrant. Therefore, the second angle, 6 = 37” , must be the correct one.

3r 3
The spherical coordinates of this point are then (2,%,—”) .

4

[Return to Problems]

Now, let’s take a look at some equations and identify the surfaces that they represent.

Example 2 1dentify the surface for each of the following equations.
(@) p=5 [Solution]

M) o 2% [Solution]

(c) 0= 2?7[ [Solution]

(d) psing =2 [Solution]

Solution

(@ p=5
There are a couple of ways to think about this one.

First, think about what this equation is saying. This equation says that, no matter what 6 and ¢

are, the distance from the origin must be 5. So, we can rotate as much as we want away from the
z-axis and around the z-axis, but we must always remain at a fixed distance from the origin. This
is exactly what a sphere is. So, this is a sphere of radius 5 centered at the origin.

The other way to think about it is to just convert to Cartesian coordinates.
p=3
p> =25
X +y +z° =25

Sure enough a sphere of radius 5 centered at the origin.
[Return to Problems]

T
b) o =—
(b) ¢ 3

In this case there isn’t an easy way to convert to Cartesian coordinates so we’ll just need to think
about this one a little. This equation says that no matter how far away from the origin that we
move and no matter how much we rotate around the z-axis the point must always be at an angle

of £ from the z-axis.

This is exactly what happens in a cone. All of the points on a cone are a fixed angle from the z-

© 2007 Paul Dawkins 60 http://tutorial.math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

axis. So, we have a cone whose points are all at an angle of Z- from the z-axis.
[Return to Problems]

2
0=—
(c) 3

As with the last part we won’t be able to easily convert to Cartesian coordinates here. In this case
no matter how far from the origin we get or how much we rotate down from the positive z-axis

the points must always form an angle of 2% with the x-axis.

Points in a vertical plane will do this. So, we have a vertical plane that forms an angle of 2% with

the positive x-axis.
[Return to Problems]

(d) psingp =2

In this case we can convert to Cartesian coordinates so let’s do that. There are actually two ways
to do this conversion. We will look at both since both will be used on occasion.

Solution 1
In this solution method we will convert directly to Cartesian coordinates. To do this we will first
need to square both sides of the equation.

psin =4
Now, for no apparent reason add p* cos® ¢ to both sides.
p’sin® @+ p’cos’p =4+ p’cos’ @
p’ (sin2 ¢ +cos’ (p) =4+ p’cos’ @
2
p?=4+(pcosp)
Now we can convert to Cartesian coordinates.
4y i =447
¥ +y' =4
So, we have a cylinder of radius 2 centered on the z-axis.
This solution method wasn’t too bad, but it did require some not so obvious steps to complete.
Solution 2
This method is much shorter, but also involves something that you may not see the first time
around. In this case instead of going straight to Cartesian coordinates we’ll first convert to

cylindrical coordinates.

This won’t always work, but in this case all we need to do is recognize that 7 = psin¢ and we
will get something we can recognize. Using this we get,
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psing =2
r=>2

At this point we know this is a cylinder (remember that we’re in three dimensions and so this isn’t
a circle!). However, let’s go ahead and finish the conversion process out.

=4

X’ +y =4

[Return to Problems]

So, as we saw in the last part of the previous example it will sometimes be easier to convert
equations in spherical coordinates into cylindrical coordinates before converting into Cartesian
coordinates. This won’t always be easier, but it can make some of the conversions quicker and
easier.

The last thing that we want to do in this section is generalize the first three parts of the previous
example.

Il
™ R 9

sphere of radius a centered at the origin

cone that makes an angle of o with the positive z —axis

S S v
1

vertical plane that makes an angle of  with the positive x —axis

Partial Derivatives

Introduction

In Calculus I and in most of Calculus II we concentrated on functions of one variable. In
Calculus III we will extend our knowledge of calculus into functions of two or more variables.
Despite the fact that this chapter is about derivatives we will start out the chapter with a section
on limits of functions of more than one variable. In the remainder of this chapter we will be
looking at differentiating functions of more than one variable. As we will see, while there are
differences with derivatives of functions of one variable, if you can do derivatives of functions of
one variable you shouldn’t have any problems differentiating functions of more than one variable.

Here is a list of topics in this chapter.
Limits — Taking limits of functions of several variables.

Partial Derivatives — In this section we will introduce the idea of partial derivatives as well as
the standard notations and how to compute them.

Interpretations of Partial Derivatives — Here we will take a look at a couple of important
interpretations of partial derivatives.
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Higher Order Partial Derivatives — We will take a look at higher order partial derivatives in
this section.

Differentials — In this section we extend the idea of differentials to functions of several variables.
Chain Rule — Here we will look at the chain rule for functions of several variables.
Directional Derivatives — We will introduce the concept of directional derivatives in this section.

We will also see how to compute them and see a couple of nice facts pertaining to directional
derivatives.
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Limits

In this section we will take a look at limits involving functions of more than one variable. In fact,
we will concentrate mostly on limits of functions of two variables, but the ideas can be extended
out to functions with more than two variables.

Before getting into this let’s briefly recall how limits of functions of one variable work. We say
that,
lim f (x) =L
provided,
lim f(x) = lim f(x) =L

x—a x—a

Also, recall that,

lim /()

xX—a

is a right hand limit and requires us to only look at values of x that are greater than a. Likewise,

lim f(x)

x—a

is a left hand limit and requires us to only look at values of x that are less than a.

In other words, we will have lim f (x) = L provided f (x) approaches L as we move in

xX—a

towards x = a (without letting x = @) from both sides.

Now, notice that in this case there are only two paths that we can take as we move in towards

x =a. We can either move in from the left or we can move in from the right. Then in order for
the limit of a function of one variable to exist the function must be approaching the same value as
we take each of these paths in towards x =a .

With functions of two variables we will have to do something similar, except this time there is
(potentially) going to be a lot more work involved. Let’s first address the notation and get a feel
for just what we’re going to be asking for in these kinds of limits.

We will be asking to take the limit of the function f (x, y) as x approaches « and as y

approaches b. This can be written in several ways. Here are a couple of the more standard
notations.

imf(e0) )
y—b

We will use the second notation more often than not in this course. The second notation is also a
little more helpful in illustrating what we are really doing here when we are taking a limit. In

taking a limit of a function of two variables we are really asking what the value of f (x, y) is

doing as we move the point (x, y) in closer and closer to the point (a, b) without actually letting

it be (a,b).
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Just like with limits of functions of one variable, in order for this limit to exist, the function must
be approaching the same value regardless of the path that we take as we move in towards (a, b) .
The problem that we are immediately faced with is that there are literally an infinite number of
paths that we can take as we move in towards (a, b) . Here are a few examples of paths that we
could take.

We put in a couple of straight line paths as well as a couple of “stranger” paths that aren’t straight
line paths. Also, we only included 6 paths here and as you can see simply by varying the slope of
the straight line paths there are an infinite number of these and then we would need to consider
paths that aren’t straight line paths.

In other words, to show that a limit exists we would technically need to check an infinite number
of paths and verify that the function is approaching the same value regardless of the path we are

using to approach the point.

Luckily for us however we can use one of the main ideas from Calculus I limits to help us take
limits here.

Definition

A function f (x, y) is continuous at the point (a,b) if,

oJm f (x,y)=f(a,b)

From a graphical standpoint this definition means the same thing as it did when we first saw
continuity in Calculus I. A function will be continuous at a point if the graph doesn’t have any
holes or breaks at that point.

How can this help us take limits? Well, just as in Calculus I, if you know that a function is
continuous at (a,b) then you also know that

(x,yl)li?a,b)f(x’y) = f(a,b)

© 2007 Paul Dawkins 65 http://tutorial.math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

must be true. So, if we know that a function is continuous at a point then all we need to do to
take the limit of the function at that point is to plug the point into the function.

All the standard functions that we know to be continuous are still continuous even if we are
plugging in more than one variable now. We just need to watch out for division by zero, square
roots of negative numbers, logarithms of zero or negative numbers, efc.

Note that the idea about paths is one that we shouldn’t forget since it is a nice way to determine if
a limit doesn’t exist. If we can find two paths upon which the function approaches different

values as we get near the point then we will know that the limit doesn’t exist.

Let’s take a look at a couple of examples.

Example 1 Determine if the following limits exist or not. If they do exist give the value of the
limit.

. i |
@ lim  3x%z+ yveos(zx—7z) [Solution]

(b) lim [Solution]
()= (50) x + y
2.2
Xy .

c Im ——— [Solution
(© (1500 2 4 37 [Solution]
3
(d) lim adhd [Solution]

(x.0)(0.0) x° + y*

Solution

(a) (X,y,zl)i_{flz’lrl) 3x’z + yx cos (nx _ nz)

Okay, in this case the function is continuous at the point in question and so all we need to do is
plug in the values and we’re done.

lim  3x’z+ yxcos(mx—7nz)=3(2) (~1)+(1)(2)cos (27 +7) =14

(X,y,z)%(Z,l,—l)
[Return to Problems]

®) lim -
(x>0 x + y

In this case the function will not be continuous along the line y = —x since we will get division

by zero when this is true. However, for this problem that is not something that we will need to
worry about since the point that we are taking the limit at isn’t on this line.

Therefore, all that we need to do is plug in the point since the function is continuous at this point.
xy 5

lim =—
)G x+y 6

[Return to Problems]
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2 2
© lim Y
(r2)>(0.0) x* 4+ 3y*
Now, in this case the function is not continuous at the point in question and so we can’t just plug
in the point. So, since the function is not continuous at the point there is at least a chance that the
limit doesn’t exist. If we could find two different paths to approach the point that gave different
values for the limit then we would know that the limit didn’t exist. Two of the more common
paths to check are the x and y-axis so let’s try those.

Before actually doing this we need to address just what exactly do we mean when we say that we
are going to approach a point along a path. When we approach a point along a path we will do
this by either fixing x or y or by relating x and y through some function. In this way we can
reduce the limit to just a limit involving a single variable which we know how to do from
Calculus L.

So, let’s see what happens along the x-axis. If we are going to approach (0, 0) along the x-axis

we can take advantage of the fact that that along the x-axis we know that y = 0. This means that,
along the x-axis, we will plug in y =0 into the function and then take the limit as x approaches
Zero.

lim —=—= lim ———2—= lim 0=0
(0)>(00) x* +3p*  @05(00) x4 4 3(0)' (000

xzyz ' 2 (0)2
4

So, along the x-axis the function will approach zero as we move in towards the origin.

Now, let’s try the y-axis. Along this axis we have x =0 and so the limit becomes,
X’y (0
= h — lim 0=0

lim ———
(r0)>(0.0) x* 4+ 33" (o,y>»(o,o>(o)4+3y4 (0.7)>(0,0)

So, the same limit along two paths. Don’t misread this. This does NOT say that the limit exists
and has a value of zero. This only means that the limit happens to have the same value along two
paths.

Let’s take a look at a third fairly common path to take a look at. In this case we’ll move in
towards the origin along the path y = x. This is what we meant previously about relating x and y

through a function.

To do this we will replace all the y’s with x’s and then let x approach zero. Let’s take a look at
this limit.

2.2 2.2 4

. . . 1

im %: lim %: lim x—4: lim —

(x2)=(0.0) x* +3y"  (xx)>(0.0) x* +3x"  (x¥)(00)4x7  (v.x)(0.0) 4

1
4

So, a different value from the previous two paths and this means that the limit can’t possibly
exist.

Note that we can use this idea of moving in towards the origin along a line with the more general
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path y = mx if we need to.
[Return to Problems]

3

. Xy
d) Iim
@ (r)(0.0) X + y?

Okay, with this last one we again have continuity problems at the origin. So, again let’s see if we
can find a couple of paths that give different values of the limit.

First, we will use the path y = x. Along this path we have,

3 3 4 2
Xy . XX X . X

lim = lim —-—= lim = lim =
(x)2(00) x° + p*  (20)(0.0) x® + X7 (x2)>(00) x° + x> (xx)>(0.0) x* +1

Now, let’s try the path y = x’. Along this path the limit becomes,

3 3.3 6
X X X

. . . . 1
im ——= Ilm ———= Ilim x_6 = lm -—
(x.2)>(0.0) X7 + p7  (x.7)5(0.0) 5,6 4 ( ¥ ) (x)>(0,0) 27 (w.6)>(0.0) 2

1
2
We now have two paths that give different values for the limit and so the limit doesn’t exist.

As this limit has shown us we can, and often need, to use paths other than lines.
[Return to Problems]
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Partial Derivatives

Now that we have the brief discussion on limits out of the way we can proceed into taking
derivatives of functions of more than one variable. Before we actually start taking derivatives of
functions of more than one variable let’s recall an important interpretation of derivatives of
functions of one variable.

Recall that given a function of one variable, f (x) , the derivative, f '(x) , represents the rate of

change of the function as x changes. This is an important interpretation of derivatives and we are
not going to want to lose it with functions of more than one variable. The problem with functions
of more than one variable is that there is more than one variable. In other words, what do we do
if we only want one of the variables to change, or if we want more than one of them to change?
In fact, if we’re going to allow more than one of the variables to change there are then going to be
an infinite amount of ways for them to change. For instance, one variable could be changing
faster than the other variable(s) in the function. Notice as well that it will be completely possible
for the function to be changing differently depending on how we allow one or more of the
variables to change.

We will need to develop ways, and notations, for dealing with all of these cases. In this section
we are going to concentrate exclusively on only changing one of the variables at a time, while the
remaining variable(s) are held fixed. We will deal with allowing multiple variables to change in a
later section.

Because we are going to only allow one of the variables to change taking the derivative will now
become a fairly simple process. Let’s start off this discussion with a fairly simple function.

Let’s start with the function f° (x, y) =2x"y" and let’s determine the rate at which the function

is changing at a point, (a, b) , if we hold y fixed and allow x to vary and if we hold x fixed and
allow y to vary.

We’ll start by looking at the case of holding y fixed and allowing x to vary. Since we are
interested in the rate of change of the function at (a, b) and are holding y fixed this means that

we are going to always have y = b (if we didn’t have this then eventually y would have to

change in order to get to the point...). Doing this will give us a function involving only x’s and
we can define a new function as follows,

g(x) = f(x,b) =2x°D’

Now, this is a function of a single variable and at this point all that we are asking is to determine
the rate of change of g (x) at x =a. In other words, we want to compute g’ (a) and since this
is a function of a single variable we already know how to do that. Here is the rate of change of
the function at (a, b) if we hold y fixed and allow x to vary.

g'(a)=4ab’
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We will call g'(a) the partial derivative of f (x, y) with respect to x at (a, b) and we will

denote it in the following way,

I (a,b) =4ab’

Now, let’s do it the other way. We will now hold x fixed and allow y to vary. We can do thisin a
similar way. Since we are holding x fixed it must be fixed at x = a and so we can define a new
function of y and then differentiate this as we’ve always done with functions of one variable.

Here is the work for this,

h(y)zf(a,y):Zazy3 = h’(l)):6c12b2

In this case we call h'(b) the partial derivative of f (x, y) with respect to y at (a, b) and we

denote it as follows,

f, (a,b) =6a’b’

Note that these two partial derivatives are sometimes called the first order partial derivatives.
Just as with functions of one variable we can have derivatives of all orders. We will be looking at
higher order derivatives in a later section.

Note that the notation for partial derivatives is different than that for derivatives of functions of a
single variable. With functions of a single variable we could denote the derivative with a single
prime. However, with partial derivatives we will always need to remember the variable that we
are differentiating with respect to and so we will subscript the variable that we differentiated with
respect to. We will shortly be seeing some alternate notation for partial derivatives as well.

Note as well that we usually don’t use the (a, b) notation for partial derivatives. The more

standard notation is to just continue to use (x, y) . So, the partial derivatives from above will

more commonly be written as,
fx(x,y):4xy3 and fy(x,y):6xzy2

Now, as this quick example has shown taking derivatives of functions of more than one variable
is done in pretty much the same manner as taking derivatives of a single variable. To compute

I (x, y) all we need to do is treat all the y’s as constants (or numbers) and then differentiate the

x’s as we’ve always done. Likewise, to compute fy (x, y) we will treat all the x’s as constants

and then differentiate the y’s as we are used to doing.

Before we work any examples let’s get the formal definition of the partial derivative out of the
way as well as some alternate notation.

Since we can think of the two partial derivatives above as derivatives of single variable functions
it shouldn’t be too surprising that the definition of each is very similar to the definition of the
derivative for single variable functions. Here are the formal definitions of the two partial
derivatives we looked at above.
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f. (x,y) =lim

h—0

fy (x,y) =lim

h—0

f(x+hy)=f(x) f(xy+h)—f(x,»)
h h

Now let’s take a quick look at some of the possible alternate notations for partial derivatives.
Given the function z = f (x, y) the following are all equivalent notations,

T Lk

f;c(‘x’y)_f;c_ax ax(f(‘xﬂy)) x ax Dxf
¥ L

f;’(x’y)_f;’_ay ay(f(x’y)) y ay Dyf

For the fractional notation for the partial derivative notice the difference between the partial
derivative and the ordinary derivative from single variable calculus.

, af
s =L

M) = L) & )= T

Okay, now let’s work some examples. When working these examples always keep in mind that
we need to pay very close attention to which variable we are differentiating with respect to. This
is important because we are going to treat all other variables as constants and then proceed with
the derivative as if it was a function of a single variable. If you can remember this you’ll find that
doing partial derivatives are not much more difficult that doing derivatives of functions of a
single variable as we did in Calculus [.

Example 1 Find all of the first order partial derivatives for the following functions.
(a) f(x,y) =x"+ 6\/; —10 [Solution]
(b) w= xzy - IOyzz3 +43x—"7tan (4y) [Solution]

(©) h(s,t)=1 ln(s2)+t23— Us*  [Solution]
@ f(x,y) :cos(ije"zﬁy} [Solution]
X

Solution

@ f(xy)=x"+6y-10
Let’s first take the derivative with respect to x and remember that as we do so all the y’s will be
treated as constants. The partial derivative with respect to x is,

f. (x,y) =4x°

Notice that the second and the third term differentiate to zero in this case. It should be clear why
the third term differentiated to zero. It’s a constant and we know that constants always
differentiate to zero. This is also the reason that the second term differentiated to zero.
Remember that since we are differentiating with respect to x here we are going to treat all y’s as
constants. That means that terms that only involve y’s will be treated as constants and hence will
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differentiate to zero.

Now, let’s take the derivative with respect to y. In this case we treat all x’s as constants and so
the first term involves only x’s and so will differentiate to zero, just as the third term will. Here is
the partial derivative with respect to y.

fy(xay)=i

=

[Return to Problems]

(b) w=x’y—-10y°2’ +43x—7tan(4y)

With this function we’ve got three first order derivatives to compute. Let’s do the partial
derivative with respect to x first. Since we are differentiating with respect to x we will treat all y’s
and all z’s as constants. This means that the second and fourth terms will differentiate to zero
since they only involve y’s and z’s.

This first term contains both x’s and y’s and so when we differentiate with respect to x the y will
be thought of as a multiplicative constant and so the first term will be differentiated just as the
third term will be differentiated.

Here is the partial derivative with respect to x.

a—W:2xy+43
Oox

Let’s now differentiate with respect to y. In this case all x’s and z’s will be treated as constants.
This means the third term will differentiate to zero since it contains only x’s while the x’s in the
first term and the z’s in the second term will be treated as multiplicative constants. Here is the
derivative with respect to y.

Z—W = x> —20yz’ —28sec’ (4y)

v

Finally, let’s get the derivative with respect to z. Since only one of the terms involve z’s this will
be the only non-zero term in the derivative. Also, the y’s in that term will be treated as
multiplicative constants. Here is the derivative with respect to z.

ow
—=-30y"z"
0z
[Return to Problems]

9
() h(s,t) =1 1n(s2)+—3— Js?
t
With this one we’ll not put in the detail of the first two. Before taking the derivative let’s rewrite

the function a little to help us with the differentiation process.
4

h(s,t) =t ln(sz)+9t_3 —s7

Now, the fact that we’re using s and ¢ here instead of the “standard” x and y shouldn’t be a
problem. It will work the same way. Here are the two derivatives for this function.
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3 7 3
hx(S,t)Z%:ﬂ(z—fj—is 7 :i—is 7
Os s 7 s 7
ht(Sat):_:7t6ln(52)—27l74

Remember how to differentiate natural logarithms.

L (ing(x)) =1

dx g(x)

[Return to Problems]

@ 7 (x) oo 2]e "
x

Now, we can’t forget the product rule with derivatives. The product rule will work the same way
here as it does with functions of one variable. We will just need to be careful to remember which
variable we are differentiating with respect to.

Let’s start out by differentiating with respect to x. In this case both the cosine and the exponential
contain x’s and so we’ve really got a product of two functions involving x’s and so we’ll need to
product rule this up. Here is the derivative with respect to x.

fx (x’ y) =—sin (ij(—izjexzyw} +cos (ijex2y5y3 (ny)
X

X X

= iz sin (ij e" 5 £ 2xycos (ij e
X X x

Do not forget the chain rule for functions of one variable. We will be looking at the chain rule for
some more complicated expressions for multivariable functions in a later section. However, at
this point we’re treating all the y’s as constants and so the chain rule will continue to work as it
did back in Calculus I.

Also, don’t forget how to differentiate exponential functions,
d ( f(x)) (el )
—|e =f'(x)e
- /(%)

Now, let’s differentiate with respect to y. In this case we don’t have a product rule to worry about
since the only place that the y shows up is in the exponential. Therefore, since x’s are considered
to be constants for this derivative, the cosine in the front will also be thought of as a
multiplicative constant. Here is the derivative with respect to y.

£, (x.y) = (xz ~15y° )cos (ij e VS

X
[Return to Problems]
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Example 2 Find all of the first order partial derivatives for the following functions.

(a) z ou [Solution]
= olution
u? +5v

xsin(y)

(b) g(x,y,z)=——* [Solution]
z

(c) z= \/xz + ln(Sx - 3y2) [Solution]

Solution
u

a) z=
@) u’ +5v

We also can’t forget about the quotient rule. Since there isn’t too much to this one, we will
simply give the derivatives.

~ 9(u2 +5v)—9u(2u)  —9u® +45v

’ (uz +5v)2 (uz +5v)2
_ (0)(u2 +5v)—9u(5) _ —45u
' (u2 +5v)2 (u2 +5v)2

In the case of the derivative with respect to v recall that u’s are constant and so when we
differentiate the numerator we will get zero!
[Return to Problems]

xsin(y)
(b) g(x,y,2)= —
Now, we do need to be careful however to not use the quotient rule when it doesn’t need to be
used. In this case we do have a quotient, however, since the x’s and y’s only appear in the
numerator and the z’s only appear in the denominator this really isn’t a quotient rule problem.

Let’s do the derivatives with respect to x and y first. In both these cases the z’s are constants and
so the denominator in this is a constant and so we don’t really need to worry too much about it.
Here are the derivatives for these two cases.

sin( y xcos(y
gx(xayaz):# gy(xayaz):%

Now, in the case of differentiation with respect to z we can avoid the quotient rule with a quick
rewrite of the function. Here is the rewrite as well as the derivative with respect to z.

g(x,y,z)=xsin(y)z"

We went ahead and put the derivative back into the “original” form just so we could say that we
did. In practice you probably don’t really need to do that.
[Return to Problems]
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() z:\/x2 +ln(5x—3y2)

In this last part we are just going to do a somewhat messy chain rule problem. However, if you
had a good background in Calculus I chain rule this shouldn’t be all that difficult of a problem.
Here are the two derivatives,

1

zx:%(x2+ln(5x—3y2))_2§(xz +ln(5x—3yz))

X

:l(x2+1n(5x—3 2))_Zi P>
2 4 5x-3y°

=| x+ > (x2+1n(5x—3y2));

2(5x-3y")

z, :%(x2 +ln(5x—3y2)); %(x2 +1n(5x—3y2))

= l(x2 + ln(Sx —3y2))_; (_6—)/]
2 5x-3y)°
1

= —Sxi—);yz(xz + ln(5x - 3y2 ))_E

[Return to Problems]

So, there are some examples of partial derivatives. Hopefully you will agree that as long as we
can remember to treat the other variables as constants these work in exactly the same manner that
derivatives of functions of one variable do. So, if you can do Calculus I derivatives you shouldn’t
have too much difficulty in doing basic partial derivatives.

There is one final topic that we need to take a quick look at in this section, implicit
differentiation. Before getting into implicit differentiation for multiple variable functions let’s
first remember how implicit differentiation works for functions of one variable.

Example 3 Find % for 3y* +x” =5x.
X

Solution
Remember that the key to this is to always think of y as a function of x,or y =y (x) and so

whenever we differentiate a term involving y’s with respect to x we will really need to use the

chain rule which will mean that we will add on a Z—y to that term.
X

The first step is to differentiate both sides with respect to x.
d
122 & 1756 =5
dx

The final step is to solve for %
X
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dy _5-T7x°
dx 12y’

Now, we did this problem because implicit differentiation works in exactly the same manner with
functions of multiple variables. If we have a function in terms of three variables x, y, and z we

will assume that z is in fact a function of x and y. In other words, z = Z(x, y). Then whenever

. : : . . oz . .
we differentiate z’s with respect to x we will use the chain rule and add on a 8_ . Likewise,
X

: . . . oz
whenever we differentiate z’s with respect to y we will add on a 8_ .
v

Let’s take a quick look at a couple of implicit differentiation problems.

Example 4 Find % and Z—Z for each of the following functions.
X v

(@) x’z* —5xy°z=x>+)" [Solution]
(b) x’sin(2y—5z)=1+ ycos(6zx) [Solution]

Solution
(a) X’z° =5x’z=x"+y’

0z
Let’s start with finding 8_ . We first will differentiate both sides with respect to x and remember
X

0z . .
toadd on a 8_ whenever we differentiate a z.
X

3x°z% + 2x32§— 5y°z—5x)° & =2x
ox Ox

Remember that since we are assuming z = z (x, y) then any product of x’s and z’s will be a

product and so will need the product rule!

Now, solve for —Z.
ox

(2x3’z—5xys)g =2x-3x’2*+5y°z
ox
oz _ 2x-3x*2" +5)°z
ox 2x’z —5xy°

: Oz . z
Now we’ll do the same thing for 8_ except this time we’ll need to remember to add on a 8_
Y

whenever we differentiate a z.
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2

2x3z% —25xp*z—5xp° & =3y
Ay Oy

(2x3z —5xy° )% =3y" +25xy*z
y

0z 3y” +25xp*z

5 - 2x’z—5x)°

[Return to Problems]

(b) x*sin(2y—5z) =1+ ycos(6zx)

0
We’ll do the same thing for this function as we did in the previous part. First let’s find a—Z .
X

2xsin(2y—5z)+x* cos(2y—52)(—5%j =—y sin(6zx)(6z+6x%j

Don’t forget to do the chain rule on each of the trig functions and when we are differentiating the

inside function on the cosine we will need to also use the product rule. Now let’s solve for 8_ .
X

2xsin(2y—52)—5%x2 cos(2y—5z)= —6zysin(6zx)—6yxsin(6zx)%
X x

2xsin(2y—5z)+6zysin(62x) = (5x° cos(2y—52)—6yxsin(6zx))2—z
X

oz 2xsin(2y —5z)+6zysin(6zx)

ox  5xcos(2y—5z)—6yxsin(6z2x)

0
Now let’s take care of a—Z . This one will be slightly easier than the first one.
Y

x* cos(2y —52)(2 —52—;j = cos(6zx) —ysin(6zx)[6x2—;j

2x cos(2y—5z)-5x cos(2y—52)% =cos(62x)— 6xy sin(6zx)%
Y

(6xy sin (6zx)—5x” cos(2y —52))% =cos(62x)—2x" cos(2y —5z)
Y

0z cos(6zx)-2x" cos(2y—52)
oy  6xy sin (6zx) —5x* cos(2y —5z)

[Return to Problems]

There’s quite a bit of work to these. We will see an easier way to do implicit differentiation in a
later section.
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Interpretations of Partial Derivatives

This is a fairly short section and is here so we can acknowledge that the two main interpretations
of derivatives of functions of a single variable still hold for partial derivatives, with small
modifications of course to account of the fact that we now have more than one variable.

The first interpretation we’ve already seen and is the more important of the two. As with
functions of single variables partial derivatives represent the rates of change of the functions as

the variables change. As we saw in the previous section, f, (x, y) represents the rate of change
of the function f (x, y) as we change x and hold y fixed while fy (x, y) represents the rate of
change of f (x, y) as we change y and hold x fixed.

2

Example 1 Determine if f (x, y) = x_3 is increasing or decreasing at (2,5) ,
y

(a) if we allow x to vary and hold y fixed.
(b) if we allow y to vary and hold x fixed.

Solution
(a) If we allow x to vary and hold y fixed.

In this case we will first need f, (x, y) and its value at the point.
2x 4

fx(x,y)=7 = fx(z,s):gw

So, the partial derivative with respect to x is positive and so if we hold y fixed the function is
increasing at (2, 5) as we vary x.

(b) If we allow y to vary and hold x fixed.

For this part we will need f} (x, y) and its value at the point.

3x° 12
fy(X,y)=—7 = fy(2,5)=—g<0

Here the partial derivative with respect to y is negative and so the function is decreasing at (2, 5)

as we vary y and hold x fixed.

Note that it is completely possible for a function to be increasing for a fixed y and decreasing for
a fixed x at a point as this example has shown. To see a nice example of this take a look at the
following graph.
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This is a graph of a hyperbolic paraboloid and at the origin we can see that if we move in along
the y-axis the graph is increasing and if we move along the x-axis the graph is decreasing. So it is
completely possible to have a graph both increasing and decreasing at a point depending upon the
direction that we move. We should never expect that the function will behave in exactly the same
way at a point as each variable changes.

The next interpretation was one of the standard interpretations in a Calculus I class. We know
from a Calculus I class that f '(a) represents the slope of the tangent line to y = f (x) at

x=a. Well, f (a,b) and f, (a,b) also represent the slopes of tangent lines. The difference

here is the functions that they represent tangent lines to.

Partial derivatives are the slopes of traces. The partial derivative f, (a,b) is the slope of the
trace of [ (x, y) for the plane y = b at the point (a,b) . Likewise the partial derivative
/s (a,b) is the slope of the trace of f(x,y) for the plane x = a at the point (a,b).

Example 2 Find the slopes of the traces to z=10—4x” —* at the point (1, 2) :

Solution
We sketched the traces for the planes x =1 and y =2 in a previous section and these are the two
traces for this point. For reference purposes here are the graphs of the traces.
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212 12

i Tuy "3 T
Trace for x =1 Trace for y =2

Next we’ll need the two partial derivatives so we can get the slopes.

fi(x,p)=-8x £, (x,p)==2y

To get the slopes all we need to do is evaluate the partial derivatives at the point in question.

£.(12) =8 1,(1,2) =4

So, the tangent line at (1,2) for the trace to z=10—4x" — * for the plane y =2 has a slope of

-8. Also the tangent line at (1,2) for the trace to z=10—4x> — y* for the plane x =1 has a
slope of -4.

Finally, let’s briefly talk about getting the equations of the tangent line. Recall that the equation
of a line in 3-D space is given by a vector equation. Also to get the equation we need a point on
the line and a vector that is parallel to the line.

The point is easy. Since we know the x-y coordinates of the point all we need to do is plug this
into the equation to get the point. So, the point will be,

(b, /(b))

The parallel (or tangent) vector is also just as easy. We can write the equation of the surface as a
vector function as follows,

F(x,y)=(x2)= (30, f (x.7))

We know that if we have a vector function of one variable we can get a tangent vector by
differentiating the vector function. The same will hold true here. If we differentiate with respect
to x we will get a tangent vector to traces for the plane y =b (i.e. for fixed y) and if we

differentiate with respect to y we will get a tangent vector to traces for the plane x = a (or fixed

x).
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So, here is the tangent vector for traces with fixed y.

7 (%)= (L0, £, (x.7))

We differentiated each component with respect to x. Therefore the first component becomes a 1
and the second becomes a zero because we are treating y as a constant when we differentiate with
respect to x. The third component is just the partial derivative of the function with respect to x.

For traces with fixed x the tangent vector is,

7 (x.0)=(0.Lf, (x.7))

The equation for the tangent line to traces with fixed y is then,
7(t)=(a.b, f (a.b))+1(1,0, f,(a.b))
and the tangent line to traces with fixed x is,

F(t)=(a.b, f(a,b))+1{0,1, ,(a,b))

Example 3 Write down the vector equations of the tangent lines to the traces to
z=10-4x" —y* at the point (1,2) .

Solution
There really isn’t all that much to do with these other than plugging the values and function into

the formulas above. We’ve already computed the derivatives and their values at (1, 2) in the

previous example and the point on each trace is,

(L2,7(1,2))=(1,2,2)

Here is the equation of the tangent line to the trace for the plane y =2.

F(1)=(1,2,2)+¢(1,0,-8) = (1+,2,2-8¢)

Here is the equation of the tangent line to the trace for the plane x =1.

F(1)=(12,2)+1(0,1,-4) = (1,2 +1,2— 4r)
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Higher Order Partial Derivatives

Just as we had higher order derivatives with functions of one variable we will also have higher
order derivatives of functions of more than one variable. However, this time we will have more
options since we do have more than one variable..

Consider the case of a function of two variables, f (x, y) since both of the first order partial

derivatives are also functions of x and y we could in turn differentiate each with respect to x or y.
This means that for the case of a function of two variables there will be a total of four possible
second order derivatives. Here they are and the notations that we’ll use to denote them.

_, _o(\_of
(fx)"_f”_ﬁx(axj ox*
_, _o(a_of
(fx)y_fxy_ﬁy(ax) Oyox
_, _o(a\_of
(fy)"_fyx_ax(ﬁyj Ox0y
_, ol _of
(1), =5, -2 Z]-2

The second and third second order partial derivatives are often called mixed partial derivatives
since we are taking derivatives with respect to more than one variable. Note as well that the order
that we take the derivatives in is given by the notation for each these. If we are using the
subscripting notation, e.g. f, ,» then we will differentiate from left to right. In other words, in

this case, we will differentiate first with respect to x and then with respect to y. With the
2

fractional notation, e.g. , it is the opposite. In these cases we differentiate moving along the

O0yox
denominator from right to left. So, again, in this case we differentiate with respect to x first and
then y.

Let’s take a quick look at an example.

Example 1 Find all the second order derivatives for f (x, y) =Cos (2x) —x’e” +3)°.

Solution
We’ll first need the first order derivatives so here they are.

1 (x,y) = —2sin(2x)_2xe5y
£, (%)

—5x%e +6y

Now, let’s get the second order derivatives.
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fo. =—4cos(2x)—2e>
f,, =—10xe”

f,n =—10xe™

f,, =-25x’¢" +6

Notice that we dropped the (x, y) from the derivatives. This is fairly standard and we will be

doing it most of the time from this point on. We will also be dropping it for the first order
derivatives in most cases.

Now let’s also notice that, in this case, f,, = f,,. This is not by coincidence. If the function is

LT3

“nice enough” this will always be the case. So, what’s “nice enough”? The following theorem
tells us.

Clairaut’s Theorem

Suppose that fis defined on a disk D that contains the point (a, b) . If the functions f and f,

are continuous on this disk then,

Sy (a:b)= 1, (a.b)

Now, do not get too excited about the disk business and the fact that we gave the theorem for a
specific point. In pretty much every example in this class if the two mixed second order partial
derivatives are continuous then they will be equal.

2.2

Example 2 Verify Clairaut’s Theorem for f(x,y)=xe ™" .

Solution
We’ll first need the two first order derivatives.

f;c (X,y) — e—xzyz _2x2y2e—x2y

£, (x,y) = —2yx3e_’“2y2

2

Now, compute the two fixed second order partial derivatives.

2.2 2.2 22 2 s
fo(xy)==2yx"e™ —4x’ye™ +4x*y’e™ " =—6x’ye " +4x’yle™™”

2.2

f () = e ™ s ayie

Sure enough they are the same.

So far we have only looked at second order derivatives. There are, of course, higher order
derivatives as well. Here are a couple of the third order partial derivatives of function of two
variables.
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_(r) o(@r)_ 2f
f;cyx - (f)‘y )x N ox (aanJ axayax

(r) 22(@r)_ oy
S = ) N ax(ﬁxayJ ooy

Notice as well that for both of these we differentiate once with respect to y and twice with respect
to x. There is also another third order partial derivative in which we can do this, f, ye There is
an extension to Clairaut’s Theorem that says if all three of these are continuous then they should
all be equal,

fxxy: xyx: yxx

To this point we’ve only looked at functions of two variables, but everything that we’ve done to
this point will work regardless of the number of variables that we’ve got in the function and there
are natural extensions to Clairaut’s theorem to all of these cases as well. For instance,

fxz (x’y’Z)ZfZX(x’y’Z)

provided both of the derivatives are continuous.

In general, we can extend Clairaut’s theorem to any function and mixed partial derivatives. The
only requirement is that in each derivative we differentiate with respect to each variable the same
number of times. In other words, provided we meet the continuity condition, the following will

be equal
f;srtsrr = »f;VSI‘SSI‘
because in each case we differentiate with respect to ¢ once, s three times and r three times.

Let’s do a couple of examples with higher (well higher order than two anyway) order derivatives
and functions of more than two variables.

Example 3 Find the indicated derivative for each of the following functions.
(a) Find f, .. for f(xy,z)=2"y*In(x) [Solution]

3

(b) Find % for f(x,y) =e" [Solution]

Solution
(a) Find /. for f(xp,2)=2"y"In(x)

In this case remember that we differentiate from left to right. Here are the derivatives for this
part.

3.2
z)
fx:

X
3.2
__Z)
fxx xz
22y
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62"y
fxxyz - xz
12zy
fxxyzz - xz
[Return to Problems]
83
b) Find for f(x,y)=e"
() Find = 5 f(x)

Here we differentiate from right to left. Here are the derivatives for this function.

0
l = yeXy

ox

82
Lo yer

ox

83
S _ 2ye” +xy'e”
Oyox’
[Return to Problems]
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Differentials

This is a very short section and is here simply to acknowledge that just like we had differentials
for functions of one variable we also have them for functions of more than one variable. Also, as
we’ve already seen in previous sections, when we move up to more than one variable things work
pretty much the same, but there are some small differences.

Given the function z = f (x, y) the differential dz or df'is given by,
dz=f dx+ f dy or df = f. dx+ f dy

There is a natural extension to functions of three or more variables. For instance, given the
function w=g (x, ¥, Z) the differential is given by,

dw=g dx+g dy+g.dz

Let’s do a couple of quick examples.

Example 1 Compute the differentials for each of the following functions.
(@) z=¢" " tan (2x)
3.6

(b) u=""

2
N

Solution
() z=e" " tan (2x)

There really isn’t a whole lot to these outside of some quick differentiation. Here is the
differential for the function.

dz = (2xexz+y2 tan (2x)+ 2" sec? (2x))dx + 2ye"2+y2 tan (2x)dy

3.6

(b) u:t_r

2
N

Here is the differential for this function.

2.6 3.5 3.6
:3tr dt+6trdr—2tr ds

2 2 3
S N N

du

Note that sometimes these differentials are called the total differentials.
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Chain Rule

We’ve been using the standard chain rule for functions of one variable throughout the last couple
of sections. It’s now time to extend the chain rule out to more complicated situations. Before we
actually do that let’s first review the notation for the chain rule for functions of one variable.

The notation that’s probably familiar to most people is the following.

F(x)=f(g(x)) F'(x)=f"(g(x))g'(x)

There is an alternate notation however that while probably not used much in Calculus I is more
convenient at this point because it will match up with the notation that we are going to be using in
this section. Here it is.

If y :f(x) and x= g(t) then b _dydx

dt  dx dt

d
Notice that the derivative ;y really does make sense here since if we were to plug in for x then y
t

really would be a function of z. One way to remember this form of the chain rule is to note that if
we think of the two derivatives on the right side as fractions the dx’s will cancel to get the same
derivative on both sides.

Okay, now that we’ve got that out of the way let’s move into the more complicated chain rules
that we are liable to run across in this course.

As with many topics in multivariable calculus, there are in fact many different formulas
depending upon the number of variables that we’re dealing with. So, let’s start this discussion off

with a function of two variables, z = f (x, y) . From this point there are still many different

possibilities that we can look at. We will be looking at two distinct cases prior to generalizing the
whole idea out.

Casel: z:f(x,y), x:g(t), yzh(t) and compute %

This case is analogous to the standard chain rule from Calculus I that we looked at above. In this
case we are going to compute an ordinary derivative since z really would be a function of ¢ only if
we were to substitute in for x and y.

The chain rule for this case is,
_ofde o dy
dt oxdt oydt

So, basically what we’re doing here is differentiating f with respect to each variable in it and then
multiplying each of these by the derivative of that variable with respect to z. The final step is to
then add all this up.

Let’s take a look at a couple of examples.
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d.
Example 1 Compute i for each of the following.

(@) z=xe¥, x=¢>, y=t" [Solution]

(b) z=x"y’ + ycosx, len(tz), y =sin(4¢) [Solution]

Solution
(@) z=xe¥, x=t>, y=t"

There really isn’t all that much to do here other than using the formula.
e _ofd o dy
dt oxdt Oydt
= (e)‘y + yxe™ )(2t) +x’e” (—t_z)
=2t (e"y + yxe" ) —t7xe”
So, technically we’ve computed the derivative. However, we should probably go ahead and

substitute in for x and y as well at this point since we’ve already got #’s in the derivative. Doing
this gives,

dz _
= =2(e +te') 171’ =21 +1’¢’
dt
Note that in this case it might actually have been easier to just substitute in for x and y in the

original function and just compute the derivative as we normally would. For comparison’s sake
let’s do that.

dz
z=t% = = =2te' +1%'
dt

The same result for less work. Note however, that often it will actually be more work to do the
substitution first.
[Return to Problems]

(b) z=x"y +ycosx, len(tz), y =sin(4t)

Okay, in this case it would almost definitely be more work to do the substitution first so we’ll use
the chain rule first and then substitute.

% _ (2xy3 —ysiHX)(%j+(3x2y2 +cos x)(4cos(4t))

4sin’ (4¢)Ins* -2 sin(4t)sin(ln tz)

i t dcos(a) 3 (40) [T +os(1ne)

Note that sometimes, because of the significant mess of the final answer, we will only simplify
the first step a little and leave the answer in terms of x, y, and ¢z. This is dependent upon the
situation, class and instructor however and for this class we will pretty much always be
substituting in for x and y.

[Return to Problems]
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Now, there is a special case that we should take a quick look at before moving on to the next case.
Let’s suppose that we have the following situation,

z=f(x,) y=g(x)

. ) dz
In this case the chain rule for d_ becomes,
x

dz afdx af dy af afﬂ
dx ox dx oy dx 6x oy dx

In the first term we are using the fact that,

dx d
=1
dx dx( )

Let’s take a quick look at an example.

d:
Example 2 Compute d—Z for z=xIn(xy)+)*, y= cos(x2 +1)
x

Solution
We’ll just plug into the formula.

% (ln(xy)+x%)+(x oY J(—szin(xz +1))

= ln(xcos(x2 +l))+1—2xsin(x2 +1) +3cos’ (x2 +1)

cos(x2 +1)

= ln(xcos(x2 +1))+1—2x2 ‘[an(x2 +1)—6xsin(x2 +1)COS2 (x2 +1)

Now let’s take a look at the second case.

Case 2 : z=f(x,y), ng(s,t) y= h(s t) and compute % and %
s

In this case if we were to substitute in for x and y we would get that z is a function of s and ¢ and
so it makes sense that we would be computing partial derivatives here and that there would be

two of them.

Here is the chain rule for both of these cases.

% 8f8x af oy @ 8f8x af oy
0s Ox Os 6y os ot Ox ot 6y ot

So, not surprisingly, these are very similar to the first case that we looked at. Here is a quick
example of this kind of chain rule.
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%) 15; )
Example 3 Find 8_2 and G_j for z =" 51n(39), r=st—t*, 0 =+s>+t>.
s
Solution

Here is the chain rule for %
S

% _ (2e2r Sin(39))(¢)+(3e2r 005(39))ﬁ

-t
3se2(‘t ' )cos(3\/s2 +t2)

s* 417

s
:t(2e2(t ' )sin(S st 41 )j+

Now the chain rule for %

% = (2e2’ sin (39))(s —2t)+ (3e2’ cos(39))

_r
\/52 +t2
=g
3te2( ! )cos(3xls2 +t2)
+

st 4t

=(s- 2t)(2e2(‘mz) sin (3@))

2

Okay, now that we’ve seen a couple of cases for the chain rule let’s see the general version of the
chain rule.

Chain Rule
Suppose that z is a function of n variables, x,,x,,..., X, , and that each of these variables are in
turn functions of m variables, ,,,...,¢, . Then for any variable ¢, i =1,2,...,m we have the
following,

0z 0Oz Ox, 0Oz Ox, Oz Ox,

_= 4 —

ot, oOx, ot, Ox, ot ox, ot,

Wow. That’s a lot to remember. There is actually an easier way to construct all the chain rules
that we’ve discussed in the section or will look at in later examples. We can build up a tree
diagram that will give us the chain rule for any situation. To see how these work let’s go back

0
and take a look at the chain rule for 8_2 given that z = f(x,y) , X = g(s,t), y= h(s,t) . We
s

already know what this is, but it may help to illustrate the tree diagram if we already know the
answer. For reference here is the chain rule for this case,

E_oe Aoy
0s Ox Os Oy Os

Here is the tree diagram for this case.
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et Z &
p / \y
X gdx gy Y

LN &
A
5 £ =5 i

We start at the top with the function itself and the branch out from that point. The first set of
branches is for the variables in the function. From each of these endpoints we put down a further
set of branches that gives the variables that both x and y are a function of. We connect each letter
with a line and each line represents a partial derivative as shown. Note that the letter in the
numerator of the partial derivative is the upper “node” of the tree and the letter in the
denominator of the partial derivative is the lower “node” of the tree.

To use this to get the chain rule we start at the bottom and for each branch that ends with the
variable we want to take the derivative with respect to (s in this case) we move up the tree until
we hit the top multiplying the derivatives that we see along that set of branches. Once we’ve
done this for each branch that ends at s, we then add the results up to get the chain rule for that
given situation.

Note that we don’t usually put the derivatives in the tree. They are always an assumed part of the
tree.

Let’s write down some chain rules.

Example 4 Use a tree diagram to write down the chain rule for the given derivatives.

(a) cji—;v for w:f(x,y,z), x:gl(t), yzgz(t),and zZ=g, (l‘) [Solution]

(b) Z—W for w=f(x,y,2), x=g,(s,t,r), y=g,(s,¢,r),and z=g;(s,4,r)
-

[Solution]

Solution

d
(@) = for w=1(x.9,2). ¥=g(1). y= (). and z=g; (1)

So, we’ll first need the tree diagram so let’s get that.

AN
b

From this is looks like the chain rule for this case should be,
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v i A Yl
dt oOxdt oOydt o0Ozdt

which is really just a natural extension to the two variable case that we saw above.
[Return to Problems]

(b) aa—w for w=f(x,y,Z), XZgI(S,t,’”)a y:gZ(Satar)a and Z:gS(S’t’r)
r

Here is the tree diagram for this situation.
/ W
/x\ ¥ \\Z
5 £ F 5 i r 5 i \r

From this it looks like the derivative will be,

v xSy ol

or  ox or Oy or 0Oz or

[Return to Problems]

So, provided we can write down the tree diagram, and these aren’t usually too bad to write down,
we can do the chain rule for any set up that we might run across.

We’ve now seen how to take first derivatives of these more complicated situations, but what
about higher order derivatives? How do we do those? It’s probably easiest to see how to deal
with these with an example.

2

Example 5 Compute for f(x,y) if x=rcos0 and y=rsin0.

9 2
Solution
We will need the first derivative before we can even think about finding the second derivative so

let’s get that. This situation falls into the second case that we looked at above so we don’t need a
new tree diagram. Here is the first derivative.

o xSy
00 ox00 oy 00

= —rsin(@)%ﬂ*cos(@)%

Okay, now we know that the second derivative is,
2
% = i(lj _ 9 —rsin(@)g+ rcos(Q)g
00 00\ 06 00 ox oy

The issue here is to correctly deal with this derivative. Since the two first order derivatives, ai
X
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0

and al , are both functions of x and y which are in turn functions of » and 6 both of these terms
Y

are products. So, the using the product rule gives the following,

S =rems@F-ran0) (L rsn@) L e res(o) {4
o6 Ox 00 \ ox oy 26 | oy

We now need to determine what i(gj and i g will be. These are both chain rule
00\ ox 00\ oy

problems again since both of the derivatives are functions of x and y and we want to take the
derivative with respect to 0.

Before we do these let’s rewrite the first chain rule that we did above a little.

S5 (1)=rsin(®) (1) reos(0) (1) 0

Note that all we’ve done is change the notation for the derivative a little. With the first chain rule
written in this way we can think of (1) as a formula for differentiating any function of x and y
with respect to 6 provided we have x =7rcos6 and y =rsinf .

This however is exactly what we need to do the two new derivatives we need above. Both of the

o

0
first order partial derivatives, 8_ and ai , are functions of x and y and x = rcos6 and
X y

y=rsin6d so we can use (1) to compute these derivatives.

To do this we’ll simply replace all the /s in (1) with the first order partial derivative that we want
to differentiate. At that point all we need to do is a little notational work and we’ll get the
formula that we’re after.

o

0
Here is the use of (1) to compute —| — |.
00 \ ox

i(gj:—rsin(@)i(gj+rcos(9)ﬁ(gj
00 \ ox ox\ Ox oy \ Ox

0 ]:+rcos(9) 'f

ox 0yox

=—r sin(@)

Here is the computation for %(gj .

oy
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i(gj:—rsin(@)i(gj+rcos(9)ﬁ(gj
20 \ oy ox \ oy ay\ oy

2 2
=—rsin(0) Sxé; +rcos(6) gy{

The final step is to plug these back into the second derivative and do some simplifying.

(:sz = —rcoS(Q)%—rsin(@)(—rsin(é)%+rcos(9)az_fj_

rsin(@)Z—f+rcos(0)(—rsin(6)aazg +rcos(9)aazj:j
Y Xoy Y

:—rcos(Q)gﬂf2 sin’ (9)82{—1’2 sin(0)cos(6) Of _

ox ox Oyox

2
= —rcos(@)%—rsin(@)%+r2 sin’ (9)%—

2 2
272 sin(@)cos(@)aa S +r?cos’ (Q)aa—f

It’s long and fairly messy but there it is.

The final topic in this section is a revisiting of implicit differentiation. With these forms of the
chain rule implicit differentiation actually becomes a fairly simple process. Let’s start out with
the implicit differentiation that we saw in a Calculus I course.

We will start with a function in the form F (x, y) =0 (if it’s not in this form simply move

everything to one side of the equal sign to get it into this form) where y =y (x) . In a Calculus I

d . . .
course we were then asked to compute d_y and this was often a fairly messy process. Using the
x

chain rule from this section however we can get a nice simple formula for doing this. We’ll start
by differentiating both sides with respect to x. This will mean using the chain rule on the left side
and the right side will, of course, differentiate to zero. Here are the results of that.

dy F

X

Fx+Fd—y:0 =
Y dx dx F

y

. d .
As shown, all we need to do next is solve for d_y and we’ve now got a very nice formula to use
x

for implicit differentiation. Note as well that in order to simplify the formula we switched back to
using the subscript notation for the derivatives.

Let’s check out a quick example.
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d
Example 6 Find d_y for xcos(3y)+x’y’ =3x—e”.
x

Solution
The first step is to get a zero on one side of the equal sign and that’s easy enough to do.

xcos(3y)+x’y’ —3x+e” =0
Now, the function on the left is (x, y) in our formula so all we need to do is use the formula to
find the derivative.
dy  cos(3y)+3x’y’ =3+ ye”

dx —3xsin(3y)+5x"y" + xe”

There we go. It would have taken much longer to do this using the old Calculus I way of doing
this.

We can also do something similar to handle the types of implicit differentiation problems
involving partial derivatives like those we saw when we first introduced partial derivatives. In

these cases we will start off with a function in the form F (x, ¥, Z) =0 and assume that

oz

z= f(x,y) and we want to find & and/or —.
ox oy

0
Let’s start by trying to find a—Z . We will differentiate both sides with respect to x and we’ll need
X

to remember that we’re going to be treating y as a constant. Also, the left side will require the
chain rule. Here is this derivative.

OF ox OF 0y OF 0z
——t——+——=0
Ox Ox Oy Ox 0Oz Ox

Now, we have the following,

ox 0

—=1 and P-o

ox ox
The first is because we are just differentiating x with respect to x and we know that is 1. The
second is because we are treating the y as a constant and so it will differentiate to zero.

0
Plugging these in and solving for a—Z gives,

X
oz F,
o F
A similar argument can be used to show that,
oz F
v F
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As with the one variable case we switched to the subscripting notation for derivatives to simplify
the formulas. Let’s take a quick look at an example of this.

0 16} .
Example 7 Find = and = for x° sin(2y—5z) =1+ ycos(6zx).
ox oy
Solution
This was one of the functions that we used the old implicit differentiation on back in the Partial
Derivatives section. You might want to go back and see the difference between the two.

First let’s get everything on one side.
x*sin(2y—5z)—1-ycos(62x)=0
Now, the function on the leftis F' (x, y, Z) and so all that we need to do is use the formulas
developed above to find the derivatives.
6z 2xsin(2y—5z)+6yzsin(6zx)
ox  —5x’cos(2y—>5z)+6yxsin(6zx)
6z 2x’cos(2y—5z)—cos(62x)

oy —5x’cos(2y—5z)+6yxsin(6z2x)

If you go back and compare these answers to those that we found the first time around you will
notice that they might appear to be different. However, if you take into account the minus sign
that sits in the front of our answers here you will see that they are in fact the same.
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Directional Derivatives

To this point we’ve only looked at the two partial derivatives f, (x, y) and f} (x, y) . Recall

that these derivatives represent the rate of change of f'as we vary x (holding y fixed) and as we
vary y (holding x fixed) respectively. We now need to discuss how to find the rate of change of f
if we allow both x and y to change simultaneously. The problem here is that there are many ways
to allow both x and y to change. For instance one could be changing faster than the other and
then there is also the issue of whether or not each is increasing or decreasing. So, before we get
into finding the rate of change we need to get a couple of preliminary ideas taken care of first.
The main idea that we need to look at is just how are we going to define the changing of x and/or

V.

Let’s start off by supposing that we wanted the rate of change of fat a particular point, say
(xo, yo) . Let’s also suppose that both x and y are increasing and that, in this case, x is increasing

twice as fast as y is increasing. So, as y increases one unit of measure x will increase two units of
measure.

To help us see how we’re going to define this change let’s suppose that a particle is sitting at
(xo, yo) and the particle will move in the direction given by the changing x and y. Therefore, the

particle will move off in a direction of increasing x and y and the x coordinate of the point will
increase twice as fast as the y coordinate. Now that we’re thinking of this changing x and y as a
direction of movement we can get a way of defining the change. We know from Calculus II that
vectors can be used to define a direction and so the particle, at this point, can be said to be
moving in the direction,

v =(2,1)

Since this vector can be used to define how a particle at a point is changing we can also use it
describe how x and/or y is changing at a point. For our example we will say that we want the rate

of change of f'in the direction of v = <2, 1> . In this way we will know that x is increasing twice

as fast as y is. There is still a small problem with this however. There are many vectors that
point in the same direction. For instance all of the following vectors point in the same direction

as v =(2,1.
i) o

We need a way to consistently find the rate of change of a function in a given direction. We will
do this by insisting that the vector that defines the direction of change be a unit vector. Recall
that a unit vector is a vector with length, or magnitude, of 1. This means that for the example that
we started off thinking about we would want to use

5 2 1
V575
since this is the unit vector that points in the direction of change.

For reference purposes recall that the magnitude or length of the vector v = <a, b, c> is given by,
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[7]=va® +5° +

For two dimensional vectors we drop the ¢ from the formula.

Sometimes we will give the direction of changing x and y as an angle. For instance, we may say
that we want the rate of change of fin the direction of 6 = Z-. The unit vector that points in this

direction is given by,

U= <cost9,sin6>

Okay, now that we know how to define the direction of changing x and y its time to start talking
about finding the rate of change of f'in this direction. Let’s start off with the official definition.

Definition

The rate of change of f (x, y) in the direction of the unit vector u = <a, b> is called the

directional derivative and is denoted by D, f (x, y) . The definition of the directional
derivative is,
f(x+ah,y+bh)—f(x,y)

h

Dy f (x.y)=lim

So, the definition of the directional derivative is very similar to the definition of partial
derivatives. However, in practice this can be a very difficult limit to compute so we need an
easier way of taking directional derivatives. It’s actually fairly simple to derive an equivalent
formula for taking directional derivatives.

To see how we can do this let’s define a new function of a single variable,

g(z) = f(xo +az,y, +bz)
where X, y,,a, and b are some fixed numbers. Note that this really is a function of a single
variable now since z is the only letter that is not representing a fixed number.

Then by the definition of the derivative for functions of a single variable we have,

g(z+h)-g(z)
h

g'(z)=lim

h—0

and the derivative at z =0 is given by,

g'(0)= lim—g(h);g(o)

h—0

If we now substitute in for g (Z) we get,

g(h)—g(()) :limf(xo +ah,y0+bh)—f(x0,y0)

g'(0)=lim=-" lim p =D, f(x,,,)
So, it looks like we have the following relationship.
g'(0)=Dyf (x;, ) (1)
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Now, let’s look at this from another perspective. Let’s rewrite g (Z) as follows,

g(z)=f(x,y) where x=x,+az and y=y,+bz

We can now use the chain rule from the previous section to compute,

, dg of dx of dy
= _—= b
& (Z) dz Ox dz i oy dz /. (x,y)a+fy (x,y)

So, from the chain rule we get the following relationship.
g'(z)=f.(xy)a+f,(x,»)b (2)

If we now take z =0 we will get that x = x, and y =y, (from how we defined x and y above)
and plug these into (2) we get,
g'(o):fx(xwyo)a"'fy(xoayo)b 3)

Now, simply equate (1) and (3) to get that,
Dy f(x20)=&'(0) = £, (X0, o) a+ £, (%0, ) b

If we now go back to allowing x and y to be any number we get the following formula for
computing directional derivatives.

Dﬁf(xay) = f, (X,y)a+fy (x,y)b

This is much simpler than the limit definition. Also note that this definition assumed that we
were working with functions of two variables. There are similar formulas that can be derived by
the same type of argument for functions with more than two variables. For instance, the

directional derivative of f (x, ¥,z) in the direction of the unit vector & = <a,b,c> is given by,

Dﬁf(x,y,z):fx(x,y,z)aJrfy(x,y,z)b+fz(x,y,z)c

Let’s work a couple of examples.

Example 1 Find each of the directional derivatives.
(@ D.f (2, 0) where f (x, y) =xe” +y and i is the unit vector in the direction

of 0 = 2% [Solution]

(b) Dﬁf(x, y,z) where f(x, y,z) =Xx’z+y’z" —xyz in the direction of
V= <—1, 0,3> . [Solution]
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Solution
@ D, f (2,0) where f (x, y) =xe" +y and u is the unit vector in the direction of

0-L.
3

We'll first find D, f (x, y) and then use this a formula for finding D, f (2, 0) . The unit vector

giving the direction is,
_ 2t . (2= 13
u={cos| — |[,sin| — |)={ ——,—
3 3 22

So, the directional derivative is,
1 X X \/g X
Dﬁf(x,y) = (—Ej(e Y +Xxye y)+(7](x2e Y +1)

Now, plugging in the point in question gives,

D,f(2,0)= (—%j(l){ﬁ](s) 5

[Return to Problems]

(b) Dﬁf(x, v, z) where f(x, y,z) =Xx"z+y’z" —xyz in the direction of V = <—1, 0,3> .

In this case let’s first check to see if the direction vector is a unit vector or not and if it isn’t
convert it into one. To do this all we need to do is compute its magnitude.

[P|=v1+0+9 =10 %1

So, it’s not a unit vector. Recall that we can convert any vector into a unit vector that points in
the same direction by dividing the vector by its magnitude. So, the unit vector that we need is,

1

1 3
u=——=(-1,0,3)=(——,0,—
\/10< > < V10 \/10>
The directional derivative is then,

D,f (x.7,2) = (—%j@xz— 32)+(0)(35°2” —xz)J{%j(xz +2°z - xy)

1 2 3
=——|(3x"+6y z—3xy—2xz+yz)
\/10(

[Return to Problems]

There is another form of the formula that we used to get the directional derivative that is a little
nicer and somewhat more compact. It is also a much more general formula that will encompass
both of the formulas above.

Let’s start with the second one and notice that we can write it as follows,
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Dﬁf(x,y,z):fx(x,y,z)aJrf)(x,y,z)bJrfz(x,y,z)c
=(fur f,.f.)a.b,c)

In other words we can write the directional derivative as a dot product and notice that the second
vector is nothing more than the unit vector # that gives the direction of change. Also, if we had
used the version for functions of two variables the third component wouldn’t be there, but other
than that the formula would be the same.

Now let’s give a name and notation to the first vector in the dot product since this vector will
show up fairly regularly throughout this course (and in other courses). The gradient of f or
gradient vector of fis defined to be,

Vi =(fuff)  or VI =(/)y)

Or, if we want to use the standard basis vectors the gradient is,

Vi=fi+fj+fk or Vi=fi+f]

The definition is only shown for functions of two or three variables, however there is a natural
extension to functions of any number of variables that we’d like.

With the definition of the gradient we can now say that the directional derivative is given by,
D.f=Vfeu

where we will no longer show the variable and use this formula for any number of variables.

Note as well that we will sometimes use the following notation,

D, f (3)=Vfei

where X = <x, v, Z> or X = <x, y> as needed. This notation will be used when we want to note

the variables in some way, but don’t really want to restrict ourselves to a particular number of
variables. In other words, X will be used to represent as many variables as we need in the
formula and we will most often use this notation when we are already using vectors or vector
notation in the problem/formula.

Let’s work a couple of examples using this formula of the directional derivative.

Example 2 Find each of the directional derivative.
(a) Dﬁf()?) for f(x,y) = xcos(y) in the direction of v = <2, 1> . [Solution]

(b) Dﬁf()?) for f(x, y,z) = sin(yz)+ln(x2) at (1, 1,77,') in the direction of
v =(1,1,-1). [Solution]
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Solution
(a) Dﬁf()?) for f(x,y) = xcos(y) in the direction of v = <2, 1> .

Let’s first compute the gradient for this function.

Vf = <cos( )—xsin(y)>

Also, as we saw earlier in this section the unit vector for this direction is,

2L
NERE]
The directional derivative is then,

D, f (%) =(cos(y),~xsin(y )>< 2 ,L>

5

)]

ol

(2cos(y)-xsin(y)

[Return to Problems]

(b) Dﬁf(?c) for f(x,y,z) = sin(yz)+ln(x2) at (1,1,7‘[) in the direction of v = <1,1,—1> .

In this case are asking for the directional derivative at a particular point. To do this we will first
compute the gradient, evaluate it at the point in question and then do the dot product. So, let’s get
the gradient.

VI (x.y.2)= <%,zcos( y2), y cos( yz)>
Vi (LLn) =<%,7r cos(ﬂ),cos(n)> =(2,-m,-1)

Next, we need the unit vector for the direction,

1 1 1
Vi[=+/3 U = 5 I
”V” V3 u <\/§ 3 3>

Finally, the directional derivative at the point in question is,

D,/ (LLx)=(2x, >< L,_L>

3 3

(2 T+1

wkl__
| W

_ T

NE)

[Return to Problems]

Before proceeding let’s note that the first order partial derivatives that we were looking at in the
majority of the section can be thought of as special cases of the directional derivatives. For
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instance, f, can be thought of as the directional derivative of f'in the direction of u = <1, 0> or

u= <1, 0, O> , depending on the number of variables that we’re working with. The same can be

done for f, and f,

We will close out this section with a couple of nice facts about the gradient vector. The first tells
us how to determine the maximum rate of change of a function at a point and the direction that
we need to move in order to achieve that maximum rate of change.

Theorem

The maximum value of D, f (Tc) (and hence then the maximum rate of change of the function

f ()?)) is given by HVf ()? )H and will occur in the direction given by Vf (Tc)

Proof

This is a really simple proof. First, if we start with the dot product form D, f' (55 ) and use a nice
fact about dot products as well as the fact that # is a unit vector we get,
D, f =Vfsii =||Vf] |ii] cos 0 =||Vf]|cos 6

where 0 is the angle between the gradient and # .

Now the largest possible value of cos is 1 which occurs at 8 = 0. Therefore the maximum

value of D f ()?) is HVf (fc )H Also, the maximum value occurs when the angle between the

gradient and # is zero, or in other words when # is pointing in the same direction as the
gradient, Vf ()? )
[ |

Let’s take a quick look at an example.

Example 3 Suppose that the height of a hill above sea level is given by
z=1000-0.01x> —0.02y". If you are at the point (60, 100) in what direction is the elevation

changing fastest? What is the maximum rate of change of the elevation at this point?

Solution

First, you will hopefully recall from the Quadric Surfaces section that this is an elliptic paraboloid
that opens downward. So even though most hills aren’t this symmetrical it will at least be
vaguely hill shaped and so the question makes at least a little sense.

Now on to the problem. There are a couple of questions to answer here, but using the theorem
makes answering them very simple. We’ll first need the gradient vector.

Vf (%) =(-0.02x,-0.04y)

The maximum rate of change of the elevation will then occur in the direction of

V£ (60,100) = (-1.2,-4)
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The maximum rate of change of the elevation at this point is,

[V7 (60,100)| =/(-1.2)" +(4)" =+17.44 =4.176

Before leaving this example let’s note that we’re at the point (60, 100) and the direction of

greatest rate of change of the elevation at this point is given by the vector <—1 2, —4> . Since both

of the components are negative it looks like the direction of maximum rate of change points up
the hill towards the center rather than away from the hill.

The second fact about the gradient vector that we need to give in this section will be very
convenient in some later sections.

Fact

The gradient vector Vf (xo, yo) is orthogonal (or perpendicular) to the level curve f (x, y) =k
at the point (xo, Yo ) . Likewise, the gradient vector Vf (xo, Voo ZO) is orthogonal to the level

surface f(x,y,z) =k at the point (xo,yo,zo).

Proof

We’re going to do the proof for the R’ case. The proof for the R* case is identical. We’ll also
need some notation out of the way to make life easier for us let’s let S be the level surface given

by f(x, y,z) =k andlet P= (xo,yo,zo) . Note as well that P will be on S.

Now, let C be any curve on S that contains P. Let F(t) = <x(t) ,y(t) , Z(t)> be the vector

equation for C and suppose that #, be the value of 7 such that 7 (to) = <x0, Voo ZO> . In other

words, £, be the value of ¢ that gives P.

Because C lies on S we know that points on C must satisfy the equation for S. Or,

1 (x(6).p(0),2(1)) =

Next, let’s use the Chain Rule on this to get,
odx ofdy ofdz_,

= “)
Ox dt oOydt Oz dt

Notice that Vf = <fx,fy,fz> and 17’(t) = <x'(t),y'(t),z'(t)> so (4) becomes,
Vf-?’(t) =0

At, t =t thisis,
Vf(xoayoazo)'?,(to)zo

This then tells us that the gradient vector at P, Vf (xo, Yo»Zy ) , is orthogonal to the tangent
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vector, 7' (to ) , to any curve C that passes through P and on the surface S and so must also be

orthogonal to the surface S.
[ |

As we will be seeing in later sections we are often going to be needing vectors that are orthogonal
to a surface or curve and using this fact we will know that all we need to do is compute a gradient
vector and we will get the orthogonal vector that we need. We will see the first application of this
in the next chapter.
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Applications of Partial Derivatives

Introduction

In this section we will take a look at a couple of applications of partial derivatives. Most of the
applications will be extensions to applications to ordinary derivatives that we saw back in
Calculus I. For instance, we will be looking at finding the absolute and relative extrema of a
function and we will also be looking at optimization. Both (all three?) of these subjects were
major applications back in Calculus I. They will, however, be a little more work here because we
now have more than one variable.

Here is a list of the topics in this chapter.

Tangent Planes and Linear Approximations — We’ll take a look at tangent planes to surfaces in
this section as well as an application of tangent planes.

Gradient Vector, Tangent Planes and Normal Lines — In this section we’ll see how the
gradient vector can be used to find tangent planes and normal lines to a surface.

Relative Minimums and Maximums — Here we will see how to identify relative minimums and
maximums.

Absolute Minimums and Maximums — We will find absolute minimums and maximums of a
function over a given region.

Lagrange Multipliers — In this section we’ll see how to use Lagrange Multipliers to find the
absolute extrema for a function subject to a given constraint.
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Tangent Planes and Linear Approximations

Earlier we saw how the two partial derivatives f, and fy can be thought of as the slopes of
traces. We want to extend this idea out a little in this section. The graph of a function
z=f (x, y) is a surface in R? (three dimensional space) and so we can now start thinking of the

plane that is “tangent” to the surface as a point.

Let’s start out with a point (xo, yo) and let’s let C, represent the trace to f (x, y) for the plane
¥y =Y, (i.e. allowing x to vary with y held fixed) and we’ll let C, represent the trace to f (x, y)
for the plane x = x, (i.e. allowing y to vary with x held fixed). Now, we know that f_ (xo, yo) is
the slope of the tangent line to the trace C, and fy (xo, yo) is the slope of the tangent line to the

trace C,. So, let L, be the tangent line to the trace C, and let L, be the tangent line to the trace
G,.

The tangent plane will then be the plane that contains the two lines L, and L,. Geometrically

this plane will serve the same purpose that a tangent line did in Calculus I. A tangent line to a
curve was a line that just touched the curve at that point and was “parallel” to the curve at the

point in question. Well tangent planes to a surface are planes that just touch the surface at the
point and are “parallel” to the surface at the point. Note that this gives us a point that is on the

plane. Since the tangent plane and the surface touch at (xo, yo) the following point will be on

both the surface and the plane.
(anyano) = (xoayoaf(xoayo))

What we need to do now is determine the equation of the tangent plane. We know that the
general equation of a plane is given by,

a(x—x0)+b(y—y0)+c(z—zo) =0
where (xo, Yoo ZO) is a point that is on the plane, which we know already. Let’s rewrite this a

little. We’ll move the x terms and y terms to the other side and divide both sides by ¢. Doing this
gives,

a b
z—zy=—(x—x,)——(y—y
o ==L(5=5)-2(r-2)
Now, let’s rename the constants to simplify up the notation a little. Let’s rename them as follows,
a b
4=-2 B=_2
c c

With this renaming the equation of the tangent plane becomes,
zZ—2zy= A(x—xo)JrB(y—yo)
and we need to determine values for 4 and B.
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Let’s first think about what happens if we hold y fixed, i.e. if we assume that y = y,. In this case
the equation of the tangent plane becomes,
zZ—z,= A(x—xo)

This is the equation of a line and this line must be tangent to the surface at (xo, yo) (since it’s
part of the tangent plane). In addition, this line assumes that y = y, (i.e. fixed) and 4 is the slope
of this line. But if we think about it this is exactly what the tangent to C, is, a line tangent to the
surface at (xo, yo) assuming that y = y,. In other words,

zZ—2zy= A(x—xo)
is the equation for L, and we know that the slope of L, is given by f. (xo , yo) . Therefore we

have the following,

A:fx(xwyo)

If we hold x fixed at x = x, the equation of the tangent plane becomes,

zZ—2 :B(y_yo)

However, by a similar argument to the one above we can see that this is nothing more than the
equation for L, and that it’s slope is B or fy (xo, yo) . So,

B:fy(xwyo)

The equation of the tangent plane to the surface given by z = f (x, y) at (xo, yo) is then,
Z—z, :fx(Xano)(x_xo)"'fy(Xano)(y_yo)

Also, if we use the fact that z, = f (xo, yo) we can rewrite the equation of the tangent plane as,
Z_f(xoaJ’o):fx(xoaJ’o)(x_xo)"'fy(x()aJ’o)(y_yo)
Z :f(xmyo)"'fx(xmyo)(x_xo)"'fy(xwyo)(y_yo)

We will see an easier derivation of this formula (actually a more general formula) in the next
section so if you didn’t quite follow this argument hold off until then to see a better derivation.

Example 1 Find the equation of the tangent plane to z =In (2x + y) at (—1, 3) .

Solution
There really isn’t too much to do here other than taking a couple of derivatives and doing some
quick evaluations.
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f(xy)=In(2x+y) z,=f(-1,3)=In(1)=0
2

A(Ly)=2x+y f.(-1,3)=2
1

fJXJ0=2x+y £, (-1,3)=1

The equation of the plane is then,
2=0=2(x+1)+(1)(y-3)
z=2x+y—-1

One nice use of tangent planes is they give us a way to approximate a surface near a point. As
long as we are near to the point (xo, Yo ) then the tangent plane should nearly approximate the

function at that point. Because of this we define the linear approximation to be,
L(x,y) = f(x()ayo)"'fx(x()ayo)(x_xo)"'fy (x()ayo)(y_yo)

and as long as we are “near” (xo, yo) then we should have that,

f(an’)zL(an’):f(xoayo)"'fx(xoayo)(x_xo)"'fy(xoayo)(y_yo)

2 2
Example 2 Find the linear approximation to z =3+ N A (—4, 3) .

Solution
So, we’re really asking for the tangent plane so let’s find that.
2 2
f(xy)=3+—+L f(~4,3)=3+1+1=5
16 9
X 1
) = _49 3 ==
f(xy)=2 f(4.3)=—
2 2
£ (xr) = fA(43)=5

The tangent plane, or linear approximation, is then,

L(x.9)=5-5 (x+4)+3 (v-3)

For reference purposes here is a sketch of the surface and the tangent plane/linear approximation.
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Gradient Vector, Tangent Planes and Normal Lines

In this section we want to revisit tangent planes only this time we’ll look at them in light of the
gradient vector. In the process we will also take a look at a normal line to a surface.
Let’s first recall the equation of a plane that contains the point (xo, Voo ZO) with normal vector
n= <a,b, c> is given by,

a(x—x0)+b(y—y0)+c(z—zo) =0

When we introduced the gradient vector in the section on directional derivatives we gave the
following fact.

Fact

The gradient vector Vf (xo, yo) is orthogonal (or perpendicular) to the level curve f (x, y) =k
at the point (xo, yo) . Likewise, the gradient vector Vf (xo, yo,zo) is orthogonal to the level

surface f(x,y,z) =k at the point (xo,yo,zo).

Actually, all we need here is the last part of this fact. This says that the gradient vector is always
orthogonal, or normal, to the surface at a point.

Also recall that the gradient vector is,

Vf =(furfo 1)

So, the tangent plane to the surface given by f (x, v, Z) =k at (xo, Voo ZO) has the equation,
f;c(x07y0520)(x_x0)+fy(x05y0520)(y_y0)+fz(‘xO’yOaZO)(Z_ZO) =0

This is a much more general form of the equation of a tangent plane than the one that we derived
in the previous section.

Note however, that we can also get the equation from the previous section using this more general
formula. To see this let’s start with the equation z = f (x, y) and we want to find the tangent
plane to the surface given by z = f(x,y) at the point (xo,yo,zo) where z;, = f(xo,y0 ) . In

order to use the formula above we need to have all the variables on one side. This is easy enough
to do. All we need to do is subtract a z from both sides to get,

f(x,y)—z:O

Now, if we define a new function
F(xayaz) :f(xay)_z
we can see that the surface given by z = f (x, y) is identical to the surface given by

F (x, Vv, Z) =0 and this new equivalent equation is in the correct form for the equation of the

tangent plane that we derived in this section.
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So, the first thing that we need to do is find the gradient vector for F.
VF =(F,F,F,)=(f../,.~1)

Notice that

The equation of the tangent plane is then,

(o530 ) (¥ =50 )+ 1, (%030 ) (¥ =30 ) = (2-2,) = 0

Or, upon solving for z, we get,

2= £ (%0, 30+ 2 (3050 ) (x =30 )+ £, (%05 30 ) (¥ = o)

which is identical to the equation that we derived in the previous section.

We can get another nice piece of information out of the gradient vector as well. We might on
occasion want a line that is orthogonal to a surface at a point, sometimes called the normal line.
This is easy enough to get if we recall that the equation of a line only requires that we have a

point and a parallel vector. Since we want a line that is at the point (xo, Voo ZO) we know that

this point must also be on the line and we know that Vf’ (xo, Voo ZO) is a vector that is normal to

the surface and hence will be parallel to the line. Therefore the equation of the normal line is,
?(t) = <x0,y0,zo>+tVf(xo,yo,zo)

Example 1 Find the tangent plane and normal line to x* + y* +z> =30 at the point (1, -2, 5) .

Solution
For this case the function that we’re going to be working with is,

F(x,y,z) =x"+y*+7’
and note that we don’t have to have a zero on one side of the equal sign. All that we need is a
constant. To finish this problem out we simply need the gradient evaluated at the point.

VF =(2x,2y,2z)
VF(1,-2,5)=(2,-4,10)
The tangent plane is then,
2(x—1)—4(y+2)+10(z—5)=0
The normal line is,

F(t)=(1,-2,5)+1(2,-4,10) = (1+2¢,-2 - 4¢,5+10¢)
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Relative Minimums and Maximums

In this section we are going to extend one of the more important ideas from Calculus I into
functions of two variables. We are going to start looking at trying to find minimums and
maximums of functions. This in fact will be the topic of the following two sections as well.

In this section we are going to be looking at identifying relative minimums and relative
maximums. Recall as well that we will often use the word extrema to refer to both minimums
and maximums.

The definition of relative extrema for functions of two variables is identical to that for functions
of one variable we just need to remember now that we are working with functions of two
variables. So, for the sake of completeness here is the definition of relative minimums and
relative maximums for functions of two variables.

Definition

1. A function f(x,y) has a relative minimum at the point (a,b) if f(x,y) > f(a,b) for

all points (x, ) in some region around (a, b).

2. A function f(x,y) has a relative maximum at the point (a,b) if f(x,y) < f(a,b) for

all points(x, y) in some region around (a,b) .

Note that this definition does not say that a relative minimum is the smallest value that the
function will ever take. It only says that in some region around the point (a, b) the function will

always be larger than f (a, b) . Outside of that region it is completely possible for the function to
be smaller. Likewise, a relative maximum only says that around (a, b) the function will always

be smaller than f (a, b) . Again, outside of the region it is completely possible that the function

will be larger.

Next we need to extend the idea of critical points up to functions of two variables. Recall that a
critical point of the function f (x) was a number x = ¢ so that either f '(c) =0or f '(c)

doesn’t exist. We have a similar definition for critical points of functions of two variables.

Definition

The point (a,b) is a critical point (or a stationary point) of f (x, y) provided one of the
following is true,
1. Vf(a,b) =0 (this is equivalent to saying that f, (a,b) =0 and f| (a,b) =0),
2. f. (a,b) and/or f, (a,b) doesn’t exist.

To see the equivalence in the first part let’s start off with Vf = 0 and put in the definition of each
part.
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Vf (a,b)=0
(1.(a.b).f,(a.b))=(0.0)

The only way that these two vectors can be equal is to have f, (a, b) =0 and f| (a, b) =0.In

fact, we will use this definition of the critical point more than the gradient definition since it will
be easier to find the critical points if we start with the partial derivative definition.

Note as well that BOTH of the first order partial derivatives must be zero at (a, b) . If only one

of the first order partial derivatives are zero at the point then the point will NOT be a critical
point.

We now have the following fact that, at least partially, relates critical points to relative extrema.

Fact

If the point (a,b) is a relative extrema of the function f° (x, y) then (a,b) is also a critical
point of f(x,y) and in fact we’ll have Vf(a,b) =0.

Proof

This is a really simple proof that relies on the single variable version that we saw in Calculus I
version, often called Fermat’s Theorem.

Let’s start off by defining g (x) =f (x,b) and suppose that f (x, y) has a relative extrema at
(a, b) . However, this also means that g (x) also has a relative extrema (of the same kind as
f(x, y)) at x =a. By Fermat’s Theorem we then know that g'(a) =0. But we also know
that g'(a)= f,(a,b) and so we have that f, (a,b)=0.

If we now define & ( y) =f (a, y) and going through exactly the same process as above we will

see that f (a,b) =0.

So, putting all this together means that Vf’ (a,b) =0 andso f (x, y) has a critical point at

(a,b).

Note that this does NOT say that all critical points are relative extrema. It only says that relative
extrema will be critical points of the function. To see this let’s consider the function

f(x,y)=xy

The two first order partial derivatives are,

f(xy)=y 1, (xy)=x
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The only point that will make both of these derivatives zero at the same time is (0, 0) and so

(0, 0) is a critical point for the function. Here is a graph of the function.

Note that the axes are not in the standard orientation here so that we can see more clearly what is
happening at the origin, i.e. at (0, 0) . If we start at the origin and move into either of the

quadrants where both x and y are the same sign the function increases. However, if we start at the
origin and move into either of the quadrants where x and y have the opposite sign then the
function decreases. In other words, no matter what region you take about the origin there will be

points larger than f (0,0) =0 and points smaller than f (0, 0) = 0. Therefore, there is no way

that (0, 0) can be a relative extrema.

Critical points that exhibit this kind of behavior are called saddle points.

While we have to be careful to not misinterpret the results of this fact it is very useful in helping
us to identify relative extrema. Because of this fact we know that if we have all the critical points
of a function then we also have every possible relative extrema for the function. The fact tells us
that all relative extrema must be critical points so we know that if the function does have relative
extrema then they must be in the collection of all the critical points. Remember however, that it
will be completely possible that at least one of the critical points won’t be a relative extrema.

So, once we have all the critical points in hand all we will need to do is test these points to see if

they are relative extrema or not. To determine if a critical point is a relative extrema (and in fact
to determine if it is a minimum or a maximum) we can use the following fact.
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Fact

Suppose that (a,b) is a critical point of f (x, y) and that the second order partial derivatives are

continuous in some region that contains (a, b) . Next define,
D=D(a.b)=f.,(.b) f,, (a.b)-[ £, (a:b) ]

We then have the following classifications of the critical point.
1. f D>0 and f (a,b) > 0 then there is a relative minimum at (a,b).

2. If D>0 and f (a,b) <0 then there is a relative maximum at (a,b).
3. If D <0 then the point (a,b) is a saddle point.
4

If D =0 then the point (a,b) may be a relative minimum, relative maximum or a

saddle point. Other techniques would need to be used to classify the critical point.

Note that if D >0 thenboth f (a,b) and f, (a,b) will have the same sign and so in the
(a,b). Also note that

we aren’t going to be seeing any cases in this class where D =0. We will be able to classify all
the critical points that we find.

first two cases above we could just as easily replace f (a, b) with f

Let’s see a couple of examples.

Example 1 Find and classify all the critical points of f (x, y) =4+x’+y =3xy.

Solution
We first need all the first order (to find the critical points) and second order (to classify the
critical points) partial derivatives so let’s get those.

f.=3x"-3y fy:3y2—3x
f..=6x fyy:6y fxy:—3
Let’s first find the critical points. Critical points will be solutions to the system of equations,
f.=3x"-3y=0
f, =3 ¥ =3x=0

This is a non-linear system of equations and these can, on occasion, be difficult to solve.
However, in this case it’s not too bad. We can solve the first equation for y as follows,

3x* =3y =0 = y=x
Plugging this into the second equation gives,

3(x*) ~3x=3x(x* ~1)=0

From this we can see that we must have x =0 or x =1. Now use the fact that y = x* to get the
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critical points.
x=0: y=0°=0 = (0,0)

x=1: y=1=1 = (1,1)

So, we get two critical points. All we need to do now is classify them. To do this we will need
D. Here is the general formula for D.

D(x,9)= fu(x.2) , (6:9) = [ £y () ]
= (6x)(6)~(-3)

=36xy—-9

To classify the critical points all that we need to do is plug in the critical points and use the fact
above to classify them.

(0,0):
D=D(0,0)=-9<0

So, for (0, 0) D is negative and so this must be a saddle point.

(1,1):

D:D(l,l):36—9=27>0 f“(l,l):6>0
For (1, 1) D is positive and f, is positive and so we must have a relative minimum.

For the sake of completeness here is a graph of this function.
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Notice that in order to get a better visual we used a somewhat nonstandard orientation. We can
see that there is a relative minimum at (1, 1) and (hopefully) it’s clear that at (0, 0) we do geta
saddle point.

Example 2 Find and classify all the critical points for f (x, y) =3x’y+)’ =3x"=3y" +2

Solution

As with the first example we will first need to get all the first and second order derivatives.
f. =6xy—06x fy:3x2+3y2—6y
f;cx:6y_6 f;}y:6y—6 f;cy:6x

We’ll first need the critical points. The equations that we’ll need to solve this time are,

6xy—6x=0
3x*+3y° =6y =0

These equations are a little trickier to solve than the first set, but once you see what to do they
really aren’t terribly bad.

First, let’s notice that we can factor out a 6x from the first equation to get,

6x ( V- 1) =0
So, we can see that the first equation will be zero if x =0 or y =1. Be careful to not just cancel
the x from both sides. If we had done that we would have missed x =0 .

To find the critical points we can plug these (individually) into the second equation and solve for
the remaining variable.

x=0:
3y2—6y:3y(y—2)=0 = y=0,y=2

<
Il
—_

3x2—3:3(x2—1)=O =N x=-1,x=1

So, if x =0 we have the following critical points,

(0,0) (0,2)
(L) (L)

Now all we need to do is classify the critical points. To do this we’ll need the general formula for
D.

and if y =1 the critical points are,

D(x,y)=(6y-6)(6y-6)—(6x)" =(6y—6) —36x>

(0,0):
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D=D(0,0)=36>0 £..(0,0)=-6<0
(0,2):
D=D(0,2)=36>0 £.(0,2)=6>0

(1,1):

D=D(1,1)=-36<0

(—1,1) :
D= D(—l,l) =-36<0
So, it looks like we have the following classification of each of these critical points.
(0,0) : Relative Maximum
(0,2) : Relative Minimum
(1, 1) . Saddle Point
(—1,1) : Saddle Point

Here is a graph of the surface for the sake of completeness.

Let’s do one more example that is a little different from the first two.
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Example 3 Determine the point on the plane 4x —2y+z =1 that is closest to the point
(—2, -1,5 ) .

Solution
Note that we are NOT asking for the critical points of the plane. In order to do this example we
are going to need to first come up with the equation that we are going to have to work with.

First, let’s suppose that (x, V, Z) is any point on the plane. The distance between this point and

the point in question, (—2, -1, 5) , is given by the formula,

d=\(x+2) +(y+1) +(z=5)

What we are then asked to find is the minimum value of this equation. The point (x, ¥, Z) that

gives the minimum value of this equation will be the point on the plane that is closest to

(-2,-1,5).

There are a couple of issues with this equation. First, it is a function of x, y and z and we can only
deal with functions of x and y at this point. However, this is easy to fix. We can solve the
equation of the plane to see that,

z=1-4x+2y

Plugging this into the distance formula gives,

d=\(x+2) +(y+1) +(1-4x+2y-5)

= J(x+2) +(y+1) +(~4—4x+2y)

Now, the next issue is that there is a square root in this formula and we know that we’re going to
be differentiating this eventually. So, in order to make our life a little easier let’s notice that

finding the minimum value of d will be equivalent to finding the minimum value of d~ .

So, let’s instead find the minimum value of
f(ny)=d?> =(x+2) +(y+1) +(-4-4x+2y)’

Now, we need to be a little careful here. We are being asked to find the closest point on the plane
to (—2, -1, 5) and that is not really the same thing as what we’ve been doing in this section. In

this section we’ve been finding and classifying critical points as relative minimums or maximums
and what we are really asking is to find the smallest value the function will take, or the absolute
minimum. Hopefully, it does make sense from a physical standpoint that there will be a closest

point on the plane to (—2, -1, 5) . Also, this point should be a relative minimum.

So, let’s go through the process from the first and second example and see what we get as far as
relative minimums go. If we only get a single relative minimum then we will be done since that
point will also need to be the absolute minimum of the function and hence the point on the plane
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that is closest to (—2,—1, 5) )

We’ll need the derivatives first.
f. :2(x+2)+2(—4)(—4—4x+2y):36+34x—16y

f,=2(y+1)+2(2)(-4—4x+2y)=-14-16x+10y

f.. =34
f,, =10
f.,=-16

Now, before we get into finding the critical point let’s compute D quickly.

D =34(10)—(-16)" =84 >0

So, in this case D will always be positive and also notice that f =34 >0 is always positive and

so any critical points that we get will be guaranteed to be relative minimums.

Now let’s find the critical point(s). This will mean solving the system.
36+34x—-16y=0

-14-16x+10y =0

To do this we can solve the first equation for x.

1 1
=—(16y-36)=—(8y—18
g 34( y=36) 17(y )

Now, plug this into the second equation and solve for y.

—14—%(8y—18)+10y:0 = y=——

Back substituting this into the equation for x gives x = —3%.

So, it looks like we get a single critical point : (—% , —%) . Also, since we know this will be a

relative minimum and it is the only critical point we know that this is also the x and y coordinates
of the point on the plane that we’re after. We can find the z coordinate by plugging into the
equation of the plane as follows,

s=1-4(- 22 4o 2] 10
21 21 21

So, the point on the plane that is closest to (—2,—1,5) is (—%,—%,%) )
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Absolute Minimums and Maximums

In this section we are going to extend the work from the previous section. In the previous section
we were asked to find and classify all critical points as relative minimums, relative maximums
and/or saddle points. In this section we want to optimize a function, that is identify the absolute

minimum and/or the absolute maximum of the function, on a given region in R*. Note that

when we say we are going to be working on a region in R> we mean that we’re going to be
looking at some region in the xy-plane.

In order to optimize a function in a region we are going to need to get a couple of definitions out
of the way and a fact. Let’s first get the definitions out of the way.

Definitions

1. Aregionin R” is called closed if it includes its boundary. A region is called open if it
doesn’t include any of its boundary points.

2. Aregionin R? is called bounded if it can be completely contained in a disk. In other
words, a region will be bounded if it is finite.

Let’s think a little more about the definition of closed. We said a region is closed if it includes its
boundary. Just what does this mean? Let’s think of a rectangle. Below are two definitions of a
rectangle, one is closed and the other is open.

Open Closed
—S5<x<3 -5<x<3
I<y<6 I<y<6

In this first case we don’t allow the ranges to include the endpoints (i.e. we aren’t including the
edges of the rectangle) and so we aren’t allowing the region to include any points on the edge of
the rectangle. In other words, we aren’t allowing the region to include its boundary and so it’s
open.

In the second case we are allowing the region to contain points on the edges and so will contain
its entire boundary and hence will be closed.

This is an important idea because of the following fact.

Extreme Value Theorem

If f (x, y) is continuous in some closed, bounded set D in R* then there are points in D,

(xl, yl) and (xz, yz) so that f (xl, yl) is the absolute maximum and f (xz, yz) is the absolute

minimum of the function in D.

Note that this theorem does NOT tell us where the absolute minimum or absolute maximum will
occur. It only tells us that they will exist. Note as well that the absolute minimum and/or
absolute maximum may occur in the interior of the region or it may occur on the boundary of the
region.
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The basic process for finding absolute maximums is pretty much identical to the process that we
used in Calculus I when we looked at finding absolute extrema of functions of single variables.
There will however, be some procedural changes to account for the fact that we now are dealing
with functions of two variables. Here is the process.

Finding Absolute Extrema

1. Find all the critical points of the function that lie in the region D and determine the function
value at each of these points.

2. Find all extrema of the function on the boundary. This usually involves the Calculus I
approach for this work.

3. The largest and smallest values found in the first two steps are the absolute minimum and the
absolute maximum of the function.

The main difference between this process and the process that we used in Calculus I is that the
“boundary” in Calculus I was just two points and so there really wasn’t a lot to do in the second
step. For these problems the majority of the work is often in the second step as we will often end
up doing a Calculus I absolute extrema problem one or more times.

Let’s take a look at an example or two.

Example 1 Find the absolute minimum and absolute maximum of
f(x,y) =x"+4y” —2x’y+4 on the rectangle given by —1<x<1 and -1< y<1.

Solution
Let’s first get a quick picture of the rectangle for reference purposes.
Y
»=1
r=-1 r=1
x
y=-1

The boundary of this rectangle is given by the following conditions.
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right side : x=1-1<y<I

left side : x=-1,-1<y<l1

upperside: y=1,-1<x<1

lowerside: y=-1,-1<x<I1
These will be important in the second step of our process.

We’ll start this off by finding all the critical points that lie inside the given rectangle. To do this
we’ll need the two first order derivatives.

f.=2x—4xy fy:8y—2x2

Note that since we aren’t going to be classifying the critical points we don’t need the second
order derivatives. To find the critical points we will need to solve the system,

2x—4xy =0
8y—2x"=0

We can solve the second equation for y to get,

_x
T

Plugging this into the first equation gives us,

2x—4x(§}=2x—x3 :x(2—x2)=0

This tells us that we must have x =0 or x = iﬁ =+1.414.... Now, recall that we only want
critical points in the region that we’re given. That means that we only want critical points for
which —1 < x <1. The only value of x that will satisfy this is the first one so we can ignore the
last two for this problem. Note however that a simple change to the boundary would include
these two so don’t forget to always check if the critical points are in the region (or on the
boundary since that can also happen).

Plugging x =0 into the equation for y gives us,

:_:0
YTy

The single critical point, in the region (and again, that’s important), is (0, 0) . We now need to
get the value of the function at the critical point.
£(0,0)=4

Eventually we will compare this to values of the function found in the next step and take the
largest and smallest as the absolute extrema of the function in the rectangle.

Now we have reached the long part of this problem. We need to find the absolute extrema of the
function along the boundary of the rectangle. What this means is that we’re going to need to look
at what the function is doing along each of the sides of the rectangle listed above.
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Let’s first take a look at the right side. As noted above the right side is defined by
x=1-1<y<1

Notice that along the right side we know that x =1. Let’s take advantage of this by defining a
new function as follows,

g(y)=f(Ly)=T+4y’ =2(1*)y+4=5+4y" -2y

Now, finding the absolute extrema of f (x, y) along the right side will be equivalent to finding
the absolute extrema of g ( y) in the range —1< y <1. Hopefully you recall how to do this from

Calculus I. We find the critical points of g ( y) in the range —1< y <1 and then evaluate g ( y)

at the critical points and the end points of the range of y’s.

Let’s do that for this problem.

, 1
g'(y)=8y-2 = y=g
This is in the range and so we will need the following function evaluations.
1 19
g(-1)=11 g(1)=7 g(zj:?:4_75

Notice that, using the definition of g ( y) these are also function values for f (x, y) .
g(—l) f(l,—l) =11
g()=r(L1)=7

1 1) 19

We can now do the left side of the rectangle which is defined by,
x=-1,-1<y<1

Again, we’ll define a new function as follows,
2(»)=/(-Ly)=(=1) +4y* =2(=1)’ y+4=5+4)> -2y

Notice however that, for this boundary, this is the same function as we looked at for the right
side. This will not always happen, but since it has let’s take advantage of the fact that we’ve

already done the work for this function. We know that the critical point is y =+ and we know
that the function value at the critical point and the end points are,

¢(-1)=11 ¢(1)=7 o 5] =43

The only real difference here is that these will correspond to values of f° (x, y) at different points
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than for the right side. In this case these will correspond to the following function values for

f(xy).
g(-1)= £(-1,-1)=11
g(l)=f(-11)=7

L P
(D) {11)-2 0

We can now look at the upper side defined by,
y=1,-1<x<1

We’ll again define a new function except this time it will be a function of x.

h(x)=f(x1)=x"+4(1)-2x" (1) +4=8-x

We need to find the absolute extrema of A (x) on the range —1 < x <1. First find the critical
point(s).
n (x) =-2x = x=0

The value of this function at the critical point and the end points is,
h(-1)=7 n(1)=7 1(0)=8
and these in turn correspond to the following function values for f (x, y)
h(=1)=f(~11)=7
n(1)=r(11)=7
h(O) = f(O,l) =8

Note that there are several “repeats” here. The first two function values have already been
computed when we looked at the right and left side. This will often happen.

Finally, we need to take care of the lower side. This side is defined by,
y=-1,-1<x<1

The new function we’ll define in this case is,

h(x)=f(x,-1)=x> +4(=1)" =27 (-1) +4 =8+3x

The critical point for this function is,

h'(x)=6x = x=0

The function values at the critical point and the endpoint are,
h(—l)zll h(l)zll h(O)zS

and the corresponding values for f (x, y) are,
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h(-1)=f(-L-1)=11
h(1)=£(1,-1)=11
h(0)=£(0,-1)=8

The final step to this (long...) process is to collect up all the function values for f (x, y) that

we’ve computed in this problem. Here they are,
f(0,0)=4 f(l,—l)zll f(l,l):7
f(l,ij =475 f(-11)=7 F(-1-1)=11

f(—l,%j=4.75 f(0,1)=8 f(0,-1)=8

The absolute minimum is at (0, 0) since gives the smallest function value and the absolute

maximum occurs at (1, —1) and (—1, —1) since these two points give the largest function value.

Here is a sketch of the function on the rectangle for reference purposes.

¥

As this example has shown these can be very long problems. Let’s take a look at an easier
problem with a different kind of boundary.

Example 2 Find the absolute minimum and absolute maximum of [ (x, y) =2x" —y> +6y
on the disk of radius 4, x* +* <16
Solution

First note that a disk of radius 4 is given by the inequality in the problem statement. The “less
than” inequality is included to get the interior of the disk and the equal sign is included to get the
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boundary. Of course, this also means that the boundary of the disk is a circle of radius 4.

Let’s first find the critical points of the function that lies inside the disk. This will require the
following two first order partial derivatives.

f.=4x f) =-2y+6
To find the critical points we’ll need to solve the following system.
4x=0
-2y+6=0

This is actually a fairly simple system to solve however. The first equation tells us that x =0
and the second tells us that y =3. So the only critical point for this function is (O, 3) and this is

inside the disk of radius 4. The function value at this critical point is,

£(0,3)=9

Now we need to look at the boundary. This one will be somewhat different from the previous
example. In this case we don’t have fixed values of x and y on the boundary. Instead we have,

x> +y* =16

We can solve this for x* and plug this into the x* in f (x, y) to get a function of y as follows.
x’=16-y’
g(y)=2(16-3")-* +6y=32-3y" +6y

We will need to find the absolute extrema of this function on the range —4 < y <4 (this is the
range of y’s for the disk....). We’ll first need the critical points of this function.

g'(y)=-6y+6 = y=1

The value of this function at the critical point and the endpoints are,

g(~4)=—40 g(4)=8 g(1)=35

Unlike the first example we will still need to find the values of x that correspond to these. We
can do this by plugging the value of y into our equation for the circle and solving for y.

y=—4: ¥’ =16-16=0 = x=0
y=4 : ¥’ =16-16=0 = x=0
y=1 : X =16-1=15=>  x=1/15=43.87

The function values for g ( y) then correspond to the following function values for f (x, y) .
g(—4):—40 = f(O,—4):—4O
g(4):8 = f(0,4):8
g()=35 = f(-V151)=35 and f(\15,1)=35
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Note that the third one actually corresponded to two different values for f (x, y) since that y also

produced two different values of x.

So, comparing these values to the value of the function at the critical point of f° (x, y) that we

found earlier we can see that the absolute minimum occurs at (0, —4) while the absolute

maximum occurs twice at (—\/E ,1) and (\/E ,1).

Here is a sketch of the region for reference purposes.

In both of these examples one of the absolute extrema actually occurred at more than one place.
Sometimes this will happen and sometimes it won’t so don’t read too much into the fact that it
happened in both examples given here.

Also note that, as we’ve seen, absolute extrema will often occur on the boundaries of these
regions, although they don’t have to occur at the boundaries. Had we given much more
complicated examples with multiple critical points we would have seen examples where the
absolute extrema occurred interior to the region and not on the boundary.
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Lagrange Multipliers

In the previous section we optimized (i.e. found the absolute extrema) a function on a region that
contained its boundary. Finding potential optimal points in the interior of the region isn’t too bad
in general, all that we needed to do was find the critical points and plug them into the function.
However, as we saw in the examples finding potential optimal points on the boundary was often a
fairly long and messy process.

In this section we are going to take a look at another way of optimizing a function subject to
given constraint(s). The constraint(s) may be the equation(s) that describe the boundary of a
region although in this section we won’t concentrate on those types of problems since this method
just requires a general constraint and doesn’t really care where the constraint came from.

So, let’s get things set up. We want to optimize (find the minimum and maximum) of a function,
f (x, V, Z) , subject to the constraint g (x, V, Z) =k . Again, the constraint may be the equation

that describes the boundary of a region or it may not be. The process is actually fairly simple,
although the work can still be a little overwhelming at times.

Method of Lagrange Multipliers

1. Solve the following system of equations.
Vf(x,y,z) =1 Vg(x,y,z)
g(x,y,z)=k

2. Plug in all solutions, (x, ¥, Z) , from the first step into f (x, y,z) and identify the

minimum and maximum values, provided they exist.

The constant, A, is called the Lagrange Multiplier.

Notice that the system of equations actually has four equations, we just wrote the system in a
simpler form. To see this let’s take the first equation and put in the definition of the gradient
vector to see what we get.

(forf £y =2(g..8,.8.)=(Ag.. g, g.)

In order for these two vectors to be equal the individual components must also be equal. So, we
actually have three equations here.

f.=2g, fy=28, f.=2g.
These three equations along with the constraint, g (x, Vv, Z) =, give four equations with four

unknowns x, y, z, and A .

Note as well that if we only have functions of two variables then we won’t have the third
component of the gradient and so will only have three equations in three unknowns x, y, and 4 .

As a final note we also need to be careful with the fact that in some cases minimums and

maximums won’t exist even though the method will seem to imply that they do. In every
problem we’ll need to go back and make sure that our answers make sense.
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Let’s work a couple of examples.

Example 1 Find the dimensions of the box with largest volume if the total surface area is 64

sz.

Solution

Before we start the process here note that we also saw a way to solve this kind of problem in
Calculus I, except in those problems we required a condition that related one of the sides of the
box to the other sides so that we could get down to a volume and surface area function that only
involved two variables. We no longer need this condition for these problems.

Now, let’s get on to solving the problem. We first need to identify the function that we’re going
to optimize as well as the constraint. Let’s set the length of the box to be x, the width of the box
to be y and the height of the box to be z. Let’s also note that because we’re dealing with the
dimensions of a box it is safe to assume that x, y, and z are all positive quantities.

We want to find the largest volume and so the function that we want to optimize is given by,
f(xp,2)=xpz

Next we know that the surface area of the box must be a constant 64. So this is the constraint.
The surface area of a box is simply the sum of the areas of each of the sides so the constraint is
given by,

2xy+2xz+2yz =64 = xXy+xz+yz =32

Note that we divided the constraint by 2 to simplify the equation a little. Also, we get the
function g(x, ¥, Z) from this.

g(x,y,z):xy+xz+yz

Here are the four equations that we need to solve.

vz=A(y+z) (fi=2g,) (1)
xz=A(x+2z) (fy=/1gy) ()
xy=A(x+y) (f.=2g.) 3)
xXy+xz+yz=32 (g(x,y,z)=32) 4)

There are many ways to solve this system. We’ll solve it in the following way. Let’s multiply
equation (1) by x, equation (2) by y and equation (3) by z. This gives,

xyz:/lx(y+z) (®)]
xyz:/ly(x+z) (6)
xXyz = /lz(x +y) (7)

Now notice that we can set equations (5) and (6) equal. Doing this gives,
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),x(y+z):/1y(x+z)
),(xy+xz)—/l(yx+yz):0
AM(xz—yz)=0 = A=0 or xz=yz

This gave two possibilities. The first, A =0 is not possible since if this was the case equation (1)
would reduce to

vz=0 = y=0or z=0
Since we are talking about the dimensions of a box neither of these are possible so we can

discount A =0 . This leaves the second possibility.
Xz=yz

Since we know that z # 0 (again since we are talking about the dimensions of a box) we can
cancel the z from both sides. This gives,

x=y 3

Next, let’s set equations (6) and (7) equal. Doing this gives,
/ly(x+z) = ),z(x+y)
/l(yx+yz—zx—zy) =0
),(yx—zx)zo = A=0 or yx=zx

As already discussed we know that A =0 won’t work and so this leaves,
VX =zX

We can also say that x # 0 since we are dealing with the dimensions of a box so we must have,
z=y )

Plugging equations (8) and (9) into equation (4) we get,

V4 4yt =3y" =32 y:iq/%:i&zéé

However, we know that y must be positive since we are talking about the dimensions of a box.
Therefore the only solution that makes physical sense here is

x=y=z=3.266
So, it looks like we’ve got a cube here.

We should be a little careful here. Since we’ve only got one solution we might be tempted to
assume that these are the dimensions that will give the largest volume. The method of Lagrange
Multipliers will give a set of points that will either maximize or minimize a given function subject
to the constraint, provided there actually are minimums or maximums.

The function itself, f (x, ¥, Z) = xyz will clearly have neither minimums or maximums unless

we put some restrictions on the variables. The only real restriction that we’ve got is that all the
variables must be positive. This, of course, instantly means that the function does have a
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minimum, Zero.

The function will not have a maximum if all the variables are allowed to increase without bound.
That however, can’t happen because of the constraint,

Xy +xz+yz=32

Here we’ve got the sum of three positive numbers (because x, y, and z are positive) and the sum
must equal 32. So, if one of the variables gets very large, say x, then because each of the products
must be less than 32 both y and z must be very small to make sure the first two terms are less than
32. So, there is no way for all the variables to increase without bound and so it should make

some sense that the function, f (x, ¥, Z) = xyz , will have a maximum.

This isn’t a rigorous proof that the function will have a maximum, but it should help to visualize
that in fact it should have a maximum and so we can say that we will get a maximum volume if
the dimensions are : x =y =2z =3.266.

Notice that we never actually found values for A in the above example. This is fairly standard
for these kinds of problems. The value of A isn’t really important to determining if the point is a
maximum or a minimum so often we will not bother with finding a value for it. On occasion we
will need its value to help solve the system, but even in those cases we won’t use it past finding
the point.

Example 2 Find the maximum and minimum of f (x, y) =5x -3y subject to the constraint

X +y° =136.

Solution

This one is going to be a little easier than the previous one since it only has two variables. Also,
note that it’s clear from the constraint that region of possible solutions lies on a disk of radius
/136 which is a closed and bounded region and hence by the Extreme Value Theorem we know
that a minimum and maximum value must exist.

Here is the system that we need to solve.

5=2Ax
-3=2Ay
x*+y° =136

Notice that, as with the last example, we can’t have A =0 since that would not satisfy the first
two equations. So, since we know that A # 0 we can solve the first two equations for x and y
respectively. This gives,

o2 __3
2 ATy

Plugging these into the constraint gives,
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252Jr 92: 172=136
42- 4A° 24
We can solve this for A .
L = PR
16 4

Now, that we know A we can find the points that will be potential maximums and/or minimums.

1
If A =—— we get,
4
x=-10 y=6
1
and if A = 2 we get,
x=10 y=—06
To determine if we have maximums or minimums we just need to plug these into the function.
Also recall from the discussion at the start of this solution that we know these will be the

minimum and maximums because the Extreme Value Theorem tells us that minimums and
maximums will exist for this problem.

Here are the minimum and maximum values of the function.

£(-10,6)=-68 Minimum at (-10,6)
7(10,-6) =68 Maximum at (10,—6)

In the first two examples we’ve excluded A =0 either for physical reasons or because it
wouldn’t solve one or more of the equations. Do not always expect this to happen. Sometimes
we will be able to automatically exclude a value of A and sometimes we won’t.

Let’s take a look at another example.

Example 3 Find the maximum and minimum values of f (x, y, Z) = Xyz subject to the

constraint X+ y+z=1. Assume that x,y,z>0.

Solution

First note that our constraint is a sum of three positive or zero number and it must be 1.
Therefore it is clear that our solution will fall in the range 0 < x, y,z <1. Therefore the solution
must lie in a closed and bounded region and so by the Extreme Value Theorem we know that a
minimum and maximum value must exist.

Here is the system of equation that we need to solve.

yvz=2»A (10)
xz=2A (11)
xy=2 (12)
x+y+z=1 (13)
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Let’s start this solution process off by noticing that since the first three equations all have A they
are all equal. So, let’s start off by setting equations (10) and (11) equal.

yzZ =Xz = z(y—x)zO = z=0or y=x

So, we’ve got two possibilities here. Let’s start off with by assuming that z=0. In this case we
can see from either equation (10) or (11) that we must then have A =0. From equation (12) we
see that this means that xy = 0. This in turn means that either x=0 or y =0.

So, we’ve got two possible cases to deal with there. In each case two of the variables must be
zero. Once we know this we can plug into the constraint, equation (13), to find the remaining
value.

I
—_

z=0,x=0: =

I
—_

z=0,y=0: = X
So, we’ve got two possible solutions (O, 1,0) and (1,0,0) )

Now let’s go back and take a look at the other possibility, y = x. We also have two possible
cases to look at here as well.

This first case isx = y = 0. In this case we can see from the constraint that we must have z =1

and so we now have a third solution (0, 0, 1) .

The second case is x = y # 0. Let’s set equations (11) and (12) equal.
Xz =Xy = x(z—y):O = x=0o0r z=y

Now, we’ve already assumed that x # 0 and so the only possibility is that z = y. However, this
also means that,

X=y=z
Using this in the constraint gives,
3x=1 = X =

So, the next solution is (l,l,lj .
333

We got four solutions by setting the first two equations equal.

To completely finish this problem out we should probably set equations (10) and (12) equal as
well as setting equations (11) and (12) equal to see what we get. Doing this gives,

vz =Xxy = y(z-x)=0 =  y=0or z=x

Xz =Xxy = x(z—y)zO = x=0or z=y
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Both of these are very similar to the first situation that we looked at and we’ll leave it up to you to
show that in each of these cases we arrive back at the four solutions that we already found.

So, we have four solutions that we need to check in the function to see whether we have
minimums or maximums.

£(0,01)=0  £(0,1,0)=0 £(1,0,0)=0 All Minimums

f l,l,l :i Maximum
333) 27

So, in this case the maximum occurs only once while the minimum occurs three times.

Note as well that we never really used the assumption that x, y,z > 0 in this problem. This

assumption is here mostly to make sure that we really do have a maximum and a minimum of the
function. Without this assumption it wouldn’t be too difficult to find points that give both larger
and smaller values of the functions. For example.

x=-100, y=100, z=1: -100+100+1=1 f(—lOO,lOO,l) =-10000
x=-50, y=-50,z=101: —-50-50+101=1  f(-50,-50,101) =252500
With these examples you can clearly see that it’s not too hard to find points that will give larger
and smaller function values. However, all of these examples required negative values of x, y

and/or z to make sure we satisfy the constraint. By eliminating these we will know that we’ve got
minimum and maximum values by the Extreme Value Theorem.

To this point we’ve only looked at constraints that were equations. We can also have constraints
that are inequalities. The process for these types of problems is nearly identical to what we’ve
been doing in this section to this point. The main difference between the two types of problems is
that we will also need to find all the critical points that satisfy the inequality in the constraint and
check these in the function when we check the values we found using Lagrange Multipliers.

Let’s work an example to see how these kinds of problems work.

Example 4 Find the maximum and minimum values of f (x, y) =4x” +10y” on the disk
X’ +y <4,
Solution

Note that the constraint here is the inequality for the disk. Because this is a closed and bounded
region the Extreme Value Theorem tells us that a minimum and maximum value must exist.

The first step is to find all the critical points that are in the disk (i.e. satisfy the constraint). This is
easy enough to do for this problem. Here are the two first order partial derivatives.

f.=8x = 8x=0 = x=0
fy:ZOy = 20y =0 = y=0
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So, the only critical point is (0, 0) and it does satisfy the inequality.

At this point we proceed with Lagrange Multipliers and we treat the constraint as an equality
instead of the inequality. We only need to deal with the inequality when finding the critical
points.

So, here is the system of equations that we need to solve.

8x=2Ax
20y =24y
X’ +y =4
From the first equation we get,
2x(4-2)=0 = x=0 or A=4

If we have x =0 then the constraint givesus y =+2.

If we have A =4 the second equation gives us,
20y =8y = y=0
The constraint then tells us that x =+2.

If we’d performed a similar analysis on the second equation we would arrive at the same points.
So, Lagrange Multipliers gives us four points to check :(O, 2) , (O, —2) , (2, O) ,and (—2, 0) .

To find the maximum and minimum we need to simply plug these four points along with the
critical point in the function.

f(O, 0) =0 Minimum
£(2.0)= £(-2,0)=16
£(0,2)=f(0,-2)=40 Maximum

In this case, the minimum was interior to the disk and the maximum was on the boundary of the
disk.

The final topic that we need to discuss in this section is what to do if we have more than one
constraint. We will look only at two constraints, but we can naturally extend the work here to
more than two constraints.

We want to optimize f(x, v, Z) subject to the constraints g(x,y, Z) =c and h(x,y, Z) =k.

The system that we need to solve in this case is,

Vf(x, y,z) = /lVg(x,y,z) + ,th(x, y,z)
g(x.y.z)=c
h(x, y,z) =k
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So, in this case we get two Lagrange Multipliers. Also, note that the first equation really is three
equations as we saw in the previous examples. Let’s see an example of this kind of optimization
problem.

Example 5 Find the maximum and minimum of f (x, v, Z) =4y —2z subject to the constraints

2x—y—-z=2and x° +y* =1,

Solution

Verifying that we will have a minimum and maximum value here is a little trickier. Clearly,
because of the second constraint we’ve got to have —1 < x, y <1. With this in mind there must
also be a set of limits on z in order to make sure that the first constraint is met. If one really
wanted to determine that range you could find the minimum and maximum values of 2x —y

subject to x* + y2 =1 and you could then use this to determine the minimum and maximum

values of z. We won’t do that here. The point is only to acknowledge that once again the
possible solutions must lie in a closed and bounded region and so minimum and maximum values
must exist by the Extreme Value Theorem.

Here is the system of equations that we need to solve.

0=2A+2ux (fx:)LgX+yhX) (14)
4=-1+2uy (]‘y:lg}&uh},) (15)
—2=-1 (f.=2g. +uh,) (16)
2x—y—z=2 (17)

X +y =1 (18)

First, let’s notice that from equation (16) we get A = 2. Plugging this into equation (14) and
equation (15) and solving for x and y respectively gives,

0=4+2ux = x=—g
u
3
4=-24+2uy = y=—
u
Now, plug these into equation (18).
4 9 13
— —2:—2:1 = ‘Lt:i\/B
L L

So, we have two cases to look at here. First, let’s see what we get when y =+/13. In this case
we know that,

X=-

2 3
NE T

Plugging these into equation (17) gives,
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So, we’ve got one solution.

Let’s now see what we get if we take p = —J13 . Here we have,
2 3

X =— y [
V13 V13
Plugging these into equation (17) gives,
4.3 s
Vi3 13

and there’s a second solution.

Now all that we need to is check the two solutions in the function to see which is the maximum
and which is the minimum.

2 3 7 26
__,—,—2—— =4+—=11.2111
S ( NERNE mj NE

2 3 7 26

S R YR R Y SOt
f(\/B 13 \/Ej J13

7 2 3 _H__1 N1 2 __3 _ 1
So,wehaveamax1mumat( NEENE] 2 Jﬁ) and a minimum at (Jﬁ’ R 2+Jﬁ)'

-
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Multiple Integrals

Introduction

In Calculus I we moved on to the subject of integrals once we had finished the discussion of
derivatives. The same is true in this course. Now that we have finished our discussion of
derivatives of functions of more than one variable we need to move on to integrals of functions of
two or three variables.

Most of the derivatives topics extended somewhat naturally from their Calculus I counterparts
and that will be the same here. However, because we are now involving functions of two or three
variables there will be some differences as well. There will be new notation and some new issues
that simply don’t arise when dealing with functions of a single variable.

Here is a list of topics covered in this chapter.

Double Integrals — We will define the double integral in this section.

Iterated Integrals — In this section we will start looking at how we actually compute double
integrals.

Double Integrals over General Regions — Here we will look at some general double integrals.

Double Integrals in Polar Coordinates — In this section we will take a look at evaluating double
integrals using polar coordinates.

Triple Integrals — Here we will define the triple integral as well as how we evaluate them.

Triple Integrals in Cylindrical Coordinates — We will evaluate triple integrals using cylindrical
coordinates in this section.

Triple Integrals in Spherical Coordinates — In this section we will evaluate triple integrals
using spherical coordinates.

Change of Variables — In this section we will look at change of variables for double and triple
integrals.

Surface Area — Here we look at the one real application of double integrals that we’re going to
look at in this material.

Area and Volume Revisited — We summarize the area and volume formulas from this chapter.
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Double Integrals

Before starting on double integrals let’s do a quick review of the definition of a definite integrals
for functions of single variables. First, when working with the integral,

Lbf(x)dx

we think of x’s as coming from the interval a < x < b . For these integrals we can say that we are
integrating over the interval @ < x < b . Note that this does assume that a < b , however, if we
have b < a then we can just use the interval b< x<a.

Now, when we derived the definition of the definite integral we first thought of this as an area
problem. We first asked what the area under the curve was and to do this we broke up the

interval @ < x <) into n subintervals of width Ax and choose a point, x; , from each interval as
shown below,

¥

*
1

Each of the rectangles has height of f (x. ) and we could then use the area of each of these

rectangles to approximate the area as follows.
Ax f(x) A+ f(2)Ax -t f(x])Ax oo+ f(x) ) Ax

To get the exact area we then took the limit as » goes to infinity and this was also the definition of
the definite integral.

J-jf(x)dx:}li_r)gif(x;)m

In this section we want to integrate a function of two variables, (x, y) . With functions of one

variable we integrated over an interval (i.e. a one-dimensional space) and so it makes some sense

then that when integrating a function of two variables we will integrate over a region of R? (two-
dimensional space).
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We will start out by assuming that the region in R” is a rectangle which we will denote as
follows,

R :[a,b]x[c,d]
This means that the ranges for x and yare a <x<b and c< y <d.

Also, we will initially assume that f (x, y) > 0 although this doesn’t really have to be the case.

Let’s start out with the graph of the surface S given by graphing f (x, y) over the rectangle R.

-

Now, just like with functions of one variable let’s not worry about integrals quite yet. Let’s first
ask what the volume of the region under S (and above the xy-plane of course) is.

We will first approximate the volume much as we approximated the area above. We will first
divide up a < x < b into n subintervals and divide up ¢ < y <d into m subintervals. This will
divide up R into a series of smaller rectangles and from each of these we will choose a point

(x;, y; ) . Here is a sketch of this set up.
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x
I I I I I

2=x & & Al b= Ky

Now, over each of these smaller rectangles we will construct a box whose height is given by
f (xl* , y; ) . Here is a sketch of that.

*

1

Each of the rectangles has a base area of A4 and a height of f (x , y:) so the volume of each of

these boxes is f (x:, yj. ) AA . The volume under the surface S is then approximately,

DD WERALY

i=l j=1
We will have a double sum since we will need to add up volumes in both the x and y directions.

To get a better estimation of the volume we will take » and m larger and larger and to get the
exact volume we will need to take the limit as both # and m go to infinity. In other words,
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n

V= lim if(l,y)

n, m—>x

i=l j=1

Now, this should look familiar. This looks a lot like the definition of the integral of a function of
single variable. In fact this is also the definition of a double integral, or more exactly an integral
of a function of two variables over a rectangle.

Here is the official definition of a double integral of a function of two variables over a rectangular
region R as well as the notation that we’ll use for it.

Hf xy dA— lim ZZf( l,y])

n, m—o

Note the similarities and differences in the notation to single integrals. We have two integrals to
denote the fact that we are dealing with a two dimensional region and we have a differential here
as well. Note that the differential is d4 instead of the dx and dy that we’re used to seeing. Note
as well that we don’t have limits on the integrals in this notation. Instead we have the R written
below the two integrals to denote the region that we are integrating over.

Note that one interpretation of the double integral of f (x, y) over the rectangle R is the volume

under the function f (x, y) (and above the xy-plane). Or,

Volume = ”f(x,y)dA

We can use this double sum in the definition to estimate the value of a double integral if we need
to. We can do this by choosing (xl* , yj) to be the midpoint of each rectangle. When we do this

we usually denote the point as ()_cl, y j) . This leads to the Midpoint Rule,

JJ/ (roy)aa > f (57, A4

i=l j=1

In the next section we start looking at how to actually compute double integrals.
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Iterated Integrals

In the previous section we gave the definition of the double integral. However, just like with the
definition of a single integral the definition is very difficult to use in practice and so we need to
start looking into how we actually compute double integrals. We will continue to assume that we
are integrating over the rectangle

Rz[a,b]x[c,d]

We will look at more general regions in the next section.
The following theorem tells us how to compute a double integral over a rectangle.

Fubini’s Theorem

If f(x,y) is continuous on R = [a,b]x[c,d] then,

”f(x,y)dA :fjjcdf(x,y)dydx=chjjf(x,y)dxdy

These integrals are called iterated integrals.

Note that there are in fact two ways of computing a double integral and also notice that the inner
differential matches up with the limits on the inner integral and similarly for the outer differential
and limits. In other words, if the inner differential is dy then the limits on the inner integral must
be y limits of integration and if the outer differential is dy then the limits on the outer integral
must be y limits of integration.

Now, on some level this is just notation and doesn’t really tell us how to compute the double
integral. Let’s just take the first possibility above and change the notation a little.

L_[f(x,y)dA = jj“cdf(x,y)dy} dx

We will compute the double integral by first computing

Ldf(x,y)dy

and we compute this by holding x constant and integrating with respect to y as if this were an
single integral. This will give a function involving only x’s which we can in turn integrate.

We’ve done a similar process with partial derivatives. To take the derivative of a function with
respect to y we treated the x’s as constants and differentiated with respect to y as if it was a

function of a single variable.

Double integrals work in the same manner. We think of all the x’s as constants and integrate with
respect to y or we think of all y’s as constants and integrate with respect to x.

Let’s take a look at some examples.
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Example 1 Compute each of the following double integrals over the indicated rectangles.
@ [[6xy°dA, R=[2,4]x[1,2] [Solution]
R

(b) jj 2x-4y*dA, R=[-5,4]x[0,3] [Solution]

() Hx y* +cos(mx)+sin(ry)dd, R=[-2,-1]x[0,1] [Solution]

d ————dA, R=[0,1]x[1,2] [Soluti
(>H(2x+3y)z [0.1]x[1,2] " [Solution]
R

(© erxy d4, R=[-1,2]x[0,1] [Solution]
R

Solution

@ [[6xy*da, R=[2,4]x[1,2]
R

It doesn’t matter which variable we integrate with respect to first, we will get the same answer
regardless of the order of integration. To prove that let’s work this one with each order to make
sure that we do get the same answer.

Solution 1
In this case we will integrate with respect to y first. So, the iterated integral that we need to
compute is,

ﬂ 6xy” dA = f; Lz 6xy> dy dx
R

When setting these up make sure the limits match up to the differentials. Since the dy is the inner
differential (i.e. we are integrating with respect to y first) the inner integral needs to have y limits.

To compute this we will do the inner integral first and we typically keep the outer integral around
as follows,

dx
1

LI 6xy° dA = f;(nyS ) ’

:.[2416x—2xdx

:I:14xdx

Remember that we treat the x as a constant when doing the first integral and we don’t do any
integration with it yet. Now, we have a normal single integral so let’s finish the integral by
computing this.

[[6xy*da=72] =84
R
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Solution 2
In this case we’ll integrate with respect to x first and then y. Here is the work for this solution.

ﬂ 6xy” dA = flz J-; 6xy> dx dy
R

= f12(3x2y2 )E dy
= J.lz 36y” dy
]
=84

Sure enough the same answer as the first solution.

So, remember that we can do the integration in any order.
[Return to Problems]

®) [[2x—4y*dd, R=[-54]x[0,3]
R

For this integral we’ll integrate with respect to y first.

ﬂ2x—4y3 dA :f45j§2x—4y3 dy dx

; _
:f45(2xy—y4)‘z dx
= [ 6x-81dx

~ (3¢ -81x) :
—_756

Remember that when integrating with respect to y all x’s are treated as constants and so as far as
the inner integral is concerned the 2x is a constant and we know that when we integrate constants
with respect to y we just tack on a y and so we get 2xy from the first term.

[Return to Problems]

(©) Hx y* +cos(mx)+sin(wy)dA, R=[-2,-1]x[0,1]

In this case we’ll integrate with respect to x first.
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T
ny +cos 7rx)+sin(7ry)dA:f jlezyz+cos(7rx)+sin(7ry)dxdy
09~

-1
dy

-2

1
:J (%xz.yz+lsin(n’x)+xsil’l(7fy)j
0

T

1
:J Zy2 +sin(7ry)dy
03

1
=%y3 —%cos(ny)

7 2
=—+4—
9

0

Don’t forget your basic Calculus I substitutions!
[Return to Problems]

(d) J}deA, R=[0,1]x[1,2]

In this case because the limits for x are kind of nice (i.e. they are zero and one which are often
nice for evaluation) let’s integrate with respect to x first. We’ll also rewrite the integrand to help
with the first integration.

_”(2x+3y)_2 dA = flz I;(2x+3y)_2 dx dy

- f(—%(2x+3y)lj

1
dy

0

:—%(lnS—an—lnS)

[Return to Problems]

© [[xe” d4, R=[-1,2]x[0,1]
R

Now, while we can technically integrate with respect to either variable first sometimes one way is
significantly easier than the other way. In this case it will be significantly easier to integrate with
respect to y first as we will see.
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” xeV dA = Jj j; xe™ dy dx
R

The y integration can be done with the quick substitution,

u=xy du=xdy
which gives
J;J. xe” dA = Jj e” 10 dx
= Jjex —1ldx
2
eoof
=e’ —2—(e‘1 +1)
=e'—e ' -3

So, not too bad of an integral there provided you get the substitution. Now let’s see what would
happen if we had integrated with respect to x first.

J;J. xeY dA = J-Ol J-_zl xe™ dxdy

In order to do this we would have to use integration by parts as follows,

u=x dv=e" dx
1
du = dx y=—e"
Y
The integral is then,
rl 2
1
erxy da=| | Ze® —f —eYVdx | dy
R y y

rl 2

1
— | [ Lev __zexyj
y oy )

rl
= zezy—izezyj—(—ley—%eyjdy
J 0 y y y y

We’re not even going to continue here as these are very difficult integrals to do.
[Return to Problems]

As we saw in the previous set of examples we can do the integral in either direction. However,
sometimes one direction of integration is significantly easier than the other so make sure that you
think about which one you should do first before actually doing the integral.

The next topic of this section is a quick fact that can be used to make some iterated integrals
somewhat easier to compute on occasion.
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Fact

If f(x,y) =g (x) h (y) and we are integrating over the rectangle R = [a,b] X [c, d] then,

I ()= [[g(x) () =([ g ) [ ()

R

So, if we can break up the function into a function only of x times a function of y then we can do
the two integrals individually and multiply them together.

Let’s do a quick example using this integral.

Example 2 Evaluate J‘J'xcos2 (v)d4, R :[—2,3]x[0,%}.
R

Solution
Since the integrand is a function of x times a function of y we can use the fact.

gxcosz(y)dA=(j32xdx)(j§cos2(y)dyj

e

3
1 %
2[5I021+cos(2y)dyj
2

:Gj %(y+%sin(2y)jﬂ

0

5

8

We have one more topic to discuss in this section. This topic really doesn’t have anything to do
with iterated integrals, but this is as good a place as any to put it and there are liable to be some
questions about it at this point as well so this is as good a place as any.

What we want to do is discuss single indefinite integrals of a function of two variables. In other
words we want to look at integrals like the following.

J.xsecz (2y)+4xydy

X
fx3—e Y dx

From Calculus I we know that these integrals are asking what function that we differentiated to
get the integrand. However, in this case we need to pay attention to the differential (dy or dx) in
the integral, because that will change things a little.

In the case of the first integral we are asking what function we differentiated with respect to y to
get the integrand while in the second integral we’re asking what function differentiated with
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respect to x to get the integrand. For the most part answering these questions isn’t that difficult.
The important issue is how we deal with the constant of integration.

Here are the integrals.

.[xsecz (2y)+4xydy =§tan(2y)+2xy2 +g(x)
Jx3 e’ dxz%x4 +ye7; +h(y)

Notice that the “constants” of integration are now functions of the opposite variable. In the first
integral we are differentiating with respect to y and we know that any function involving only x’s
will differentiate to zero and so when integrating with respect to y we need to acknowledge that
there may have been a function of only x’s in the function and so the “constant” of integration is a
function of x.

Likewise, in the second integral, the “constant” of integration must be a function of y since we are

integrating with respect to x. Again, remember if we differentiate the answer with respect to x
then any function of only y’s will differentiate to zero.
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Double Integrals Over General Regions

In the previous section we looked at double integrals over rectangular regions. The problem with
this is that most of the regions are not rectangular so we need to now look at the following double

integral,
_” f (x, y)dA
D

where D is any region.

There are two types of regions that we need to look at. Here is a sketch of both of them.
Case 1 ¥ Case
o

.J”=Ez|[x:'

o aln)

) b -

We will often use set builder notation to describe these regions. Here is the definition for the
region in Case 1

D={(x,y)|a£x£b, gl(x)ﬁyﬁgz(x)}
and here is the definition for the region in Case 2.

D={(x,y)|hl(y)éxéhz(y),céyéd}

This notation is really just a fancy way of saying we are going to use all the points, (x, y) , in

which both of the coordinates satisfy the two given inequalities.

The double integral for both of these cases are defined in terms of iterated integrals as follows.

In Case 1 where D = {(x,y) la<x<b, g (x) <y<g, (x)} the integral is defined to be,

Hf(x,y)dA = Jj."gglz(i);)f(xyy)dydx

In Case 2 where D = {(x,y) | by (y) <x<h, (y),c <y< d} the integral is defined to be,

_Uf(X,y)dA = jcd Ihhlz((yy))f(x,y)dxdy

D
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Here are some properties of the double integral that we should go over before we actually do
some examples. Note that all three of these properties are really just extensions of properties of
single integrals that have been extended to double integrals.

Properties

1. ”f(x,y)+g(x,y)dA=”f(x,y)dA+”g(x,y)dA

2. H cf(x,y)dA = cﬂf(x,y)dA , Where ¢ is any constant.
D D

3. If the region D can be split into two separate regions D; and D, then the integral can be written

”f(xay)d/l=”f(X,y)dA+”f(x,y)dA

Let’s take a look at some examples of double integrals over general regions.

Example 1 Evaluate each of the following integrals over the given region D.
(a) ffey d4, D= {(x,y) [1<y<2, y<x< y3} [Solution]
D
(b) ﬂ 4xy—y>dA, D is the region bounded by y = Jx and y=x". [Solution]
D

() H 6x” —40ydA, D is the triangle with vertices (0,3) , (1,1) , and (5,3) )
D

[Solution]
Solution

() ffeydA, Dz{(x,y)|1£y£2,y£x£y3}
D

Okay, this first one is set up to just use the formula above so let’s do that.
2 3

X 2 3 0x x|
- y - -
ffey dA:j f e’dxdy=| ye’| dy
D 1 7 1 y
2 yz 1
=["ye" —ye'dy
2
:(leyz—lyzelj =—e' —2¢'
2 2 |

[Return to Problems]
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(b) H 4xy—y>dA, D is the region bounded by y = Jx and y=x.
D

In this case we need to determine the two inequalities for x and y that we need to do the integral.
The best way to do this is the graph the two curves. Here is a sketch.

¥
1.+
ngk y=Afx
nar
n4ar
v =x
n2F
1 | | | | =
n2 0.4 0a 0z 1.
So, from the sketch we can see that that two inequalities are,
0<x<l X <y<x
We can now do the integral,
Uedx
H4xy—y3 dA =J J. . 4xy—y’ dydx
D 0¥
1 1 \/;
:J (nyz ——y4j dx
4 3
0 X
1
=f —x*=2x"+—x"dx
0
1
:(lxz’_lxg_i_ixl}j :i
12 4 52 , 156

[Return to Problems]

(c) H 6x> — 40y dA, D is the triangle with vertices (0,3) R (1,1) ,and (5,3) .
D

We got even less information about the region this time. Let’s start this off by sketching the
triangle.
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Since we have two points on each edge it is easy to get the equations for each edge and so we’ll
leave it to you to verify the equations.

Now, there are two ways to describe this region. If we use functions of x, as shown in the image
we will have to break the region up into two different pieces since the lower function is different

depending upon the value of x. In this case the region would be given by D = D, U D, where,
D, ={(x,y)|OSxS1, —2x+3£y£3}

Dzz{(x,y)USxSS, %x+%£ys3}

Note the U is the “union” symbol and just means that D is the region we get by combing the two
regions. If we do this then we’ll need to do two separate integrals, one for each of the regions.

To avoid this we could turn things around and solve the two equations for x to get,

1 3

=-2x+3 = X=——y+—

4 2y 2
y=%x+% = x=2y-1

If we do this we can notice that the same function is always on the right and the same function is
always on the left and so the region is,

1 3
D:{(x,y)| —§y+5SxS2y—l, 1Sy£3}
Writing the region in this form means doing a single integral instead of the two integrals we’d
have to do otherwise.

Either way should give the same answer and so we can get an example in the notes of splitting a
region up let’s do both integrals.
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Solution 1
H6x —40ydA = H6x —40ydA+H6x —40ydA

sz 6x° —40ydydx+f I l6x —-40ydydx

f (6x y—20y° )‘ dx+J1 (6x y=20y )‘

= [ (120" ~180+20(3 - 2x)" dc+ [ =32 + 152" ~180+20( x +1)’ dx

dx

1
X+—
2 2

1 5

= (3x* ~180x—12(3-2x))

+(—%x4 +5x° —180x+%(%x+%)3)

0 1

935
3

That was a lot of work. Notice however, that after we did the first substitution that we didn’t
multiply everything out. The two quadratic terms can be easily integrated with a basic Calc |
substitution and so we didn’t bother to multiply them out. We’ll do that on occasion to make
some of these integrals a little easier.

Solution 2
This solution will be a lot less work since we are only going to do a single integral.

[[6x° 40y da= J3.|.21yyi36x2 —~40y dx dy
D

2y-1

J (2x —40xy)
1 2
= ['100y-100y* +2(2y~1) ~2(~4y+3)"dy

3
=(5057 =12y 412y -1)" + (=4 +3)')
935

3

3 dy

2

1

So, the numbers were a little messier, but other than that there was much less work for the same
result. Also notice that again we didn’t cube out the two terms as they are easier to deal with
using a Calc I substitution.

[Return to Problems]

As the last part of the previous example has shown us we can integrate these integrals in either
order (i.e. x followed by y or y followed by x), although often one order will be easier than the
other. In fact there will be times when it will not even be possible to do the integral in one order
while it will be possible to do the integral in the other order.

Let’s see a couple of examples of these kinds of integrals.
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Example 2 Evaluate the following integrals by first reversing the order of integration.

349 3
(”.f jzx%ycbwh [Solution]
0 X

8
(b),[ Iz'dx44-ldxdy [Solution]
09

Solution
349 3

(a) f j2x3ey dy dx
0 X

First, notice that if we try to integrate with respect to y we can’t do the integral because we would
need a y” in front of the exponential in order to do the y integration. We are going to hope that if
we reverse the order of integration we will get an integral that we can do.

Now, when we say that we’re going to reverse the order of integration this means that we want to
integrate with respect to x first and then y. Note as well that we can’t just interchange the
integrals, keeping the original limits, and be done with it. This would not fix our original
problem and in order to integrate with respect to x we can’t have x’s in the limits of the integrals.
Even if we ignored that the answer would not be a constant as it should be.

So, let’s see how we reverse the order of integration. The best way to reverse the order of
integration is to first sketch the region given by the original limits of integration. From the
integral we see that the inequalities that define this region are,

0<x<3

x> <y<9

These inequalities tell us that we want the region with y = x> on the lower boundary and y =9
on the upper boundary that lies between x =0 and x =3. Here is a sketch of that region.

¥
10

Since we want to integrate with respect to x first we will need to determine limits of x (probably
in terms of y) and then get the limits on the y’s. Here they are for this region.

0<x<.y

0<y<9
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Any horizontal line drawn in this region will start at x =0 and end at x = \/; and so these are
the limits on the x’s and the range of y’s for the regions is 0 to 9.

The integral, with the order reversed, is now,
3009 3 o \/— 3
f J. ,x’e" dydx= f J. "X dxdy
0 X 0 0

and notice that we can do the first integration with this order. We’ll also hope that this will give
us a second integral that we can do. Here is the work for this integral.

3 3 9 3
f J.gzx3ey dydx:j Iﬁx3ey dx dy
0 X 0 0
9

1 I
=| —x%| d
JO 4 y

[Return to Problems]

(b) J: j;;\/f +1dxdy

As with the first integral we cannot do this integral by integrating with respect to x first so we’ll
hope that by reversing the order of integration we will get something that we can integrate. Here
are the limits for the variables that we get from this integral.

Yy<x<2

0<y<8

and here is a sketch of this region.
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So, if we reverse the order of integration we get the following limits.

The integral is then,

2 X
J:I;;\/f +1dxdy:j0 j03xlx4 +1dydx
2 B
:J x*+1| dx
0 0

3
:IOZx3\/x4 +1dx:%(172 —lj

[Return to Problems]

The final topic of this section is two geometric interpretations of a double integral. The first
interpretation is an extension of the idea that we used to develop the idea of a double integral in
the first section of this chapter. We did this by looking at the volume of the solid that was below

the surface of the function z = f (x, y) and over the rectangle R in the xy-plane. This idea can
be extended to more general regions.

The volume of the solid that lies below the surface given by z = f (x, y) and above the region D
in the xy-plane is given by,

Vzﬂf(x,y)dA

Example 3 Find the volume of the solid that lies below the surface given by z =16xy + 200

and lies above the region in the xy-plane bounded by y = x* and y =8—x".

Solution

Here is the graph of the surface and we’ve tried to show the region in the xy-plane below the
surface.

350
300
250
20

Here is a sketch of the region in the xy-plane by itself.
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By setting the two bounding equations equal we can see that they will intersect at x =2 and
x =-2. So, the inequalities that will define the region D in the xy-plane are,
-2<x<2

¥ <y<8—x

The volume is then given by,

V:H16xy+200dA
D
2 g—x?
:fz [ 163+ 200dy d

= ’ 8xy? +200 = dx
2 X

= [ ~128x" ~400x* + 512 +1600dx

2

= (—32)64 —%)f +256x% + 1600xj = w

-2

Example 4 Find the volume of the solid enclosed by the planes 4x+2y+z =10, y =3x,
z=0, x=0.

Solution This example is a little different from the previous one. Here the region D is not
explicitly given so we’re going to have to find it. First, notice that the last two planes are really
telling us that we won’t go past the xy-plane and the yz-plane when we reach them.

The first plane, 4x+2y+z =10, is the top of the volume and so we are really looking for the
volume under,

z=10-4x-2y
and above the region D in the xy-plane. The second plane, y =3x (yes that is a plane), gives one
of the sides of the volume as shown below.
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dx+2y+z =10

4

B
f
4
2
n

The region D will be the region in the xy-plane (i.e. z = 0) that is bounded by y =3x, x=0,
and the line where z+4x+2y =10 intersects the xy-plane. We can determine where
z+4x+2y =10 intersects the xy-plane by plugging z =0 into it.

0+4x+2y=10 = 2x+y=35 = y=-2x+5

So, here is a sketch the region D.

y=-2x+5

The region D is really where this solid will sit on the xy-plane and here are the inequalities that
define the region.
0<x<l1
3x<Ly<-2x+5
Here is the volume of this solid.
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V:HIO—4x—2ydA

D
= .[01J-72X+510—4x—2ydydx

3x
—2x+5

1
:fo (10y—4xy—y2) dx

= .[01 25x% =50x +25dx

= (?}f —25x% + 25xj

3x

1

25

0

The second geometric interpretation of a double integral is the following.

Area of D = HdA
D

This is easy to see why this is true in general. Let’s suppose that we want to find the area of the
region shown below.

From Calculus I we know that this area can be found by the integral,

A= j:gz (x)—g, (x)dx

Or in terms of a double integral we have,

AreaofD:HdA
D
[ vas
= [l dx =g ()~ (x)

This is exactly the same formula we had in Calculus 1.
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Double Integrals in Polar Coordinates

To this point we’ve seen quite a few double integrals. However, in every case we’ve seen to this
point the region D could be easily described in terms of simple functions in Cartesian coordinates.
In this section we want to look at some regions that are much easier to describe in terms of polar
coordinates. For instance, we might have a region that is a disk, ring, or a portion of a disk or
ring. In these cases using Cartesian coordinates could be somewhat cumbersome. For instance
let’s suppose we wanted to do the following integral,

[[ £ (x.y)d4, D is the disk of radius 2
D

To this we would have to determine a set of inequalities for x and y that describe this region.
These would be,
—2<x<2

—~d-x* <y<4-x°
With these limits the integral would become,

7 Ger)aa= [ [ r () dvas

Due to the limits on the inner integral this is liable to be an unpleasant integral to compute.

However, a disk of radius 2 can be defined in polar coordinates by the following inequalities,
0<060<L2r

0<r<2

These are very simple limits and, in fact, are constant limits of integration which almost always
makes integrals somewhat easier.

So, if we could convert our double integral formula into one involving polar coordinates we
would be in pretty good shape. The problem is that we can’t just convert the dx and the dy into a
drand a dO . In computing double integrals to this point we have been using the fact that

dA = dxdy and this really does require Cartesian coordinates to use. Once we’ve moved into
polar coordinates dA4 # dr dO and so we’re going to need to determine just what dA is under
polar coordinates.

So, let’s step back a little bit and start off with a general region in terms of polar coordinates and
see what we can do with that. Here is a sketch of some region using polar coordinates.
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So, our general region will be defined by inequalities,
a<0<p
h(0)<r<h,(0)

Now, to find d4 let’s redo the figure above as follows,

Fo M8

[

AN

As shown, we’ll break up the region into a mesh of radial lines and arcs. Now, if we pull one of
the pieces of the mesh out as shown we have something that is almost, but not quite a rectangle.

The area of this piece is A4. The two sides of this piece both have length A7 =7 —r. where 7,
is the radius of the outer arc and 7; is the radius of the inner arc. Basic geometry then tells us that

the length of the inner edge is #; A@ while the length of the out edge is 7, AO where A0 is the
angle between the two radial lines that form the sides of this piece.
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Now, let’s assume that we’ve taken the mesh so small that we can assume that 7, = », = r and

with this assumption we can also assume that our piece is close enough to a rectangle that we can
also then assume that,

AA=rAOAr

Also, if we assume that the mesh is small enough then we can also assume that,

dA~ AA dol =~ AO dr=Ar
With these assumptions we then get d4 = rdr do .

In order to arrive at this we had to make the assumption that the mesh was very small. This is not
an unreasonable assumption. Recall that the definition of a double integral is in terms of two
limits and as limits go to infinity the mesh size of the region will get smaller and smaller. In fact,
as the mesh size gets smaller and smaller the formula above becomes more and more accurate and
so we can say that,

dA=rdrdo

We’ll see another way of deriving this once we reach the Change of Variables section later in this
chapter. This second way will not involve any assumptions either and so it maybe a little better
way of deriving this.

Before moving on it is again important to note that d4 # dr dO . The actual formula for d4 has

an rin it. It will be easy to forget this 7 on occasion, but as you’ll see without it some integrals
will not be possible to do.

Now, if we’re going to be converting an integral in Cartesian coordinates into an integral in polar
coordinates we are going to have to make sure that we’ve also converted all the x’s and y’s into
polar coordinates as well. To do this we’ll need to remember the following conversion formulas,

x=rcosf y=rsinf rP=x"+y

We are now ready to write down a formula for the double integral in terms of polar coordinates.

) .
Hf(x,y)dAzJ [ o/ (reos0.rsin0)rdrdo
D m 7

It is important to not forget the added » and don’t forget to convert the Cartesian coordinates in
the function over to polar coordinates.

Let’s look at a couple of examples of these kinds of integrals.
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Example 1 Evaluate the following integrals by converting them into polar coordinates.
(a) ﬂ 2x ydA, D is the portion of the region between the circles of radius 2
D

and radius 5 centered at the origin that lies in the first quadrant. [Solution]

2 2
(b) H e" ™" dA, D is the unit circle centered at the origin. [Solution]
D

Solution
(a) H 2x ydA , D is the portion of the region between the circles of radius 2 and radius 5
D

centered at the origin that lies in the first quadrant.

First let’s get D in terms of polar coordinates. The circle of radius 2 is given by » =2 and the
circle of radius 5 is given by » =5. We want the region between them so we will have the
following inequality for 7.

2<r<s5

Also, since we only want the portion that is in the first quadrant we get the following range of

0’s.

o
IA
>
IA

(SR

Now that we’ve got these we can do the integral.

ijzxydA=fozjjz(rcose)(rsme)rdrde

Don’t forget to do the conversions and to add in the extra . Now, let’s simplify and make use of
the double angle formula for sine to make the integral a little easier.

gnydA:ffjjr3 sin (20)dr do

5

[SIE]

_Jl
L4

:ngsin(ze)de

0

r sin(29) do

2

T

=—%cos(29) ’

[Return to Problems]
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(b) H e"* dA , D is the unit circle centered at the origin.
D

In this case we can’t do this integral in terms of Cartesian coordinates. We will however be able
to do it in polar coordinates. First, the region D is defined by,
0<0<2n

0<r<i

In terms of polar coordinates the integral is then,

e aa =f2ﬂj;rer2 drdo
D 0

Notice that the addition of the  gives us an integral that we can now do. Here is the work for this
integral.

e da =f2ﬂj;rer2 drdo
D 0

[Return to Problems]

Let’s not forget that we still have the two geometric interpretations for these integrals as well.

Example 2 Determine the area of the region that lies inside 7 =3+ 2sin6 and outside » =2.

Solution
Here is a sketch of the region, D, that we want to determine the area of.

Fr=34+2an#&
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To determine this area we’ll need to know that value of 6 for which the two curves intersect. We
can determine these points by setting the two equations and solving.

3+2sin0 =2
. 1 11
sinf =—— = Q:ZE,-—E
2 6 6
Here is a sketch of the figure with these angles added.
r=3+2anéd
|
4
5:%: §=—% Ur
F=2 i 8

Note as well that we’ve acknowledged that —Z is another representation for the angle & . This

is important since we need the range of 6 to actually enclose the regions as we increase from the

lower limit to the upper limit. If we’d chosen to use 1 then as we increase from 2% to 1% we

would be tracing out the lower portion of the circle and that is not the region that we are after.

So, here are the ranges that will define the region.

g Im
6 6

2<r<3+2sinf

To get the ranges for » the function that is closest to the origin is the lower bound and the function
that is farthest from the origin is the upper bound.

The area of the region D is then,
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A=([da
D
_ j 771'/6-[3+251n0 drd6
/6 J2
r77/6 1 3+2sin6
= —r? do
J —r/6 2 2
r /6
= — +6sin6 +2sin’ 0 dO
J —r/6
r17/6
= —+6sin0 —cos(20)d0O

J -n/6
T

6

T

6

(10 —6cosH —lsin(ZQ)j
2 2

_IN3 m e
2 3

Example 3 Determine the volume of the region that lies under the sphere X+ y2 +2° =9,

above the plane z =0 and inside the cylinder x* + > =5.

Solution
We know that the formula for finding the volume of a region is,

V:Hf(x,y)dA

In order to make use of this formula we’re going to need to determine the function that we should
be integrating and the region D that we’re going to be integrating over.

The function isn’t too bad. It’s just the sphere, however, we do need it to be in the form
z=f (x, y) . We are looking at the region that lies under the sphere and above the plane

z =0 (just the xy-plane right?) and so all we need to do is solve the equation for z and when
taking the square root we’ll take the positive one since we are wanting the region above the xy-

plane. Here is the function.
z=4/9-x"-y?

The region D isn’t too bad in this case either. As we take points, (x, y) , from the region we need
to completely graph the portion of the sphere that we are working with. Since we only want the
portion of the sphere that actually lies inside the cylinder given by x* + y2 =5 this is also the

region D. The region D is the disk x” + y2 <5 in the xy-plane.

For reference purposes here is a sketch of the region that we are trying to find the volume of.
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)
‘:'

!

S

N

|
T

W

SAARARY

So, the region that we want the volume for is really a cylinder with a cap that comes from the

sphere.

We are definitely going to want to do this integral in terms of polar coordinates so here are the

limits (in polar coordinates) for the region,
0<6<2n

0<r<+/5

and we’ll need to convert the function to polar coordinates as well.

Vzﬂ 9—x* -y’ dA
D

27
=j Ioﬁr\/9—r2 dr do
0

The volume is then,

2 1 ;3 \/g
=| —=(9-7)| a0
3
0 0
2
19
=J —do
o 3
_ 38xm
3
170 http://tutorial.math.lamar.edu/terms.aspx
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Example 4 Find the volume of the region that lies inside z = X+ y2 and below the plane
z=16.

Solution
Let’s start this example off with a quick sketch of the region.

Now, in this case the standard formula is not going to work. The formula

V:”f(x,y)dA

finds the volume under the function f (x, y) and we’re actually after the area that is above a

function. This isn’t the problem that it might appear to be however. First, notice that

V:jjmdA
D

will be the volume under z =16 (of course we’ll need to determine D eventually) while

V= H x* +y’dA
D
is the volume under z = x* + y?, using the same D.

The volume that we’re after is really the difference between these two or,
14 :”16dA—”x2 +y7dA =”16—(x2 +y")dA
D D D

Now all that we need to do is to determine the region D and then convert everything over to polar
coordinates.

Determining the region D in this case is not too bad. If we were to look straight down the z-axis
onto the region we would see a circle of radius 4 centered at the origin. This is because the top of
the region, where the elliptic paraboloid intersects the plane, is the widest part of the region. We
know the z coordinate at the intersection so, setting z =16 in the equation of the paraboloid
gives,

16=x"+y’
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which is the equation of a circle of radius 4 centered at the origin.

Here are the inequalities for the region and the function we’ll be integrating in terms of polar
coordinates.

0<0<L2rx 0<r<4 z=16—r"

The volume is then,

V=[[16—(x"+)da
D
:f:”j:r(m—rz)drde
= 2n(8r2 —lr4j4
. 4

d6
= [ 02” 6446

0
=128z

In both of the previous volume problems we would have not been able to easily compute the
volume without first converting to polar coordinates so, as these examples show, it is a good idea
to always remember polar coordinates.

There is one more type of example that we need to look at before moving on to the next section.
Sometimes we are given an iterated integral that is already in terms of x and y and we need to
convert this over to polar so that we can actually do the integral. We need to see an example of
how to do this kind of conversion.

Example 5 Evaluate the following integral by first converting to polar coordinates.
1 'l— 2
f j g cos(x2 +y2)dxdy
090

Solution

First, notice that we cannot do this integral in Cartesian coordinates and so converting to polar
coordinates may be the only option we have for actually doing the integral. Notice that the
function will convert to polar coordinates nicely and so shouldn’t be a problem.

Let’s first determine the region that we’re integrating over and see if it’s a region that can be
easily converted into polar coordinates. Here are the inequalities that define the region in terms
of Cartesian coordinates.

IN

0<y<l

0<x<\J1-y°

Now, the upper limit for the x’s is,

and this looks like the right side of the circle of radius 1 centered at the origin. Since the lower
limit for the x’s is x = 0 it looks like we are going to have a portion (or all) of the right side of
the disk of radius 1 centered at the origin.
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The range for the y’s however, tells us that we are only going to have positive y’s. This means
that we are only going to have the portion of the disk of radius 1 centered at the origin that is in
the first quadrant.

So, we know that the inequalities that will define this region in terms of polar coordinates are
then,

0<o<”

N

Finally, we just need to remember that,
dxdy=dA=rdrd0

and so the integral becomes,

JIJ-FCOS(’CZ +3* )dxdy =I§j;rcos(r2)drd0
0

Note that this is an integral that we can do. So, here is the rest of the work for this integral.

1 _ .2 7 1
joj;/ﬁcos(xz +y2)dxdy = J;%sin(rz) 0 de
—lesin(l)dG
=5
="—sin(1)
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Triple Integrals

Now that we know how to integrate over a two-dimensional region we need to move on to
integrating over a three-dimensional region. We used a double integral to integrate over a two-
dimensional region and so it shouldn’t be too surprising that we’ll use a triple integral to
integrate over a three dimensional region. The notation for the general triple integrals is,

jgf(x,y,z)dV

Let’s start simple by integrating over the box,
B= [a,b]x[c,d]x[r,s]

Note that when using this notation we list the x’s first, the y’s second and the z’s third.

The triple integral in this case is,

1 o)y =] [ (.2

Note that we integrated with respect to x first, then y, and finally z here, but in fact there is no
reason to the integrals in this order. There are 6 different possible orders to do the integral in and
which order you do the integral in will depend upon the function and the order that you feel will
be the easiest. We will get the same answer regardless of the order however.

Let’s do a quick example of this type of triple integral.

Example 1 Evaluate the following integral.
[[[8vzav,  B=[2,3]x[1,2]x[0,1]
B

Solution
Just to make the point that order doesn’t matter let’s use a different order from that listed above.
We’ll do the integral in the following order.

jﬁ 8xyzdV = Lz j; j: 8xyz dz dx dy
B
[} Lo
= Lz .[23 4xy dxdy
= Lz 2x2yE dy

=["10pdy=15

Before moving on to more general regions let’s get a nice geometric interpretation about the triple
integral out of the way so we can use it in some of the examples to follow.
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Fact

The volume of the three-dimensional region E is given by the integral,

V:jde

Let’s now move on the more general three-dimensional regions. We have three different
possibilities for a general region. Here is a sketch of the first possibility.

=

2 =u, (x.5);

z=u{x v

In this case we define the region £ as follows,
E= {(x,y,z) |(x,y)eD, u(x,y)<z<u, (x,y)}
where (x, y) € D is the notation that means that the point (x, y) lies in the region D from the

xy-plane. In this case we will evaluate the triple integral as follows,
5 Grzyar = [[[ [0 7 oz aa
> ,
D

where the double integral can be evaluated in any of the methods that we saw in the previous
couple of sections. In other words, we can integrate first with respect to x, we can integrate first
with respect to y, or we can use polar coordinates as needed.

Example 2 Evaluate H I 2xdV where E is the region under the plane 2x+3y+ z = 6 that lies
E

in the first octant.

Solution

We should first define octant. Just as the two-dimensional coordinates system can be divided into

four quadrants the three-dimensional coordinate system can be divided into eight octants. The

first octant is the octant in which all three of the coordinates are positive.

Here is a sketch of the plane in the first octant.
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0 ¥

We now need to determine the region D in the x)-plane. We can get a visualization of the region
by pretending to look straight down on the object from above. What we see will be the region D

in the xy-plane. So D will be the triangle with vertices at (0,0) , (3, 0) , and (O, 2) . Hereis a
sketch of D.

Now we need the limits of integration. Since we are under the plane and in the first octant (so
we’re above the plane z = () we have the following limits for z.

0<z<6-2x-3y

We can integrate the double integral over D using either of the following two sets of inequalities.

<x< |
O_x;3 | 0Sx£—%y+3
03y£—§x+2 é 0<y<2

Since neither really holds an advantage over the other we’ll use the first one. The integral is then,
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flf2var = J[117 " 2wd |aa

D
= U 2xz|§72x?3y dA
D

3 —2x+2
= ( _[03 2x(6—2x—3y)dydx
J 0
= ﬂ3(12xy—4x2y—3xy2)‘03x

J 0

+2
dx

('34
=| =x*=8x*+12xdx
JO

(lx4 —§x3 +6x2j
3 3
9

3

0

Let’s now move onto the second possible three-dimensional region we may run into for triple
integrals. Here is a sketch of this region.

x=u1[y,z) z
il
x=u, [y,z)
xf_\

For this possibility we define the region £ as follows,

E ={(x,y,z) | (y,z)e D, ul(y,z) <x<u, (y,z)}
So, the region D will be a region in the yz-plane. Here is how we will evaluate these integrals.

Igf(x,y,z)dV =ﬂ[f:z((yf;:)f(x,y,z)dx}dA

As with the first possibility we will have two options for doing the double integral in the yz-plane
as well as the option of using polar coordinates if needed.
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Example 3 Determine the volume of the region that lies behind the plane x+ y+z =8 and in

front of the region in the yz-plane that is bounded by z =3 \/; and z=2y.

Solution
In this case we’ve been given D and so we won’t have to really work to find that. Here is a
sketch of the region D as well as a quick sketch of the plane and the curves defining D projected
out past the plane so we can get an idea of what the region we’re dealing with looks like.

z

3_
=3
Z_E\J!;
2_
_ 3
Z_I_}’

1_

|:| | | | |

0 ] 7 3 PR

is

Now, the graph of the region above is all okay, but it doesn’t really show us what the region is.
So, here is a sketch of the region itself.

The volume is then,
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v={[f ar - j [ a |aa

PN
_JOLM 8—y—zdzdy
r4 ﬂ
1 ,) 2
= (82—)}2——2) dy
2
Jo 4
r4 1 3
- 57 3 - 33
=| 12y ——y-=yp2+—=3yd
J, Yy 8)’ 2)’ 32y 'y
o571, 035 11, 49
=| 8y —— i 2+—3 =—
(y 16y 5y 32y]0 5

We now need to look at the third (and final) possible three-dimensional region we may run into
for triple integrals. Here is a sketch of this region.

P vmu(ne)
Yl
Y=y '[LZ:'
_—_—_—_\_‘_————_
/ ‘P

In this final case E is defined as,

E= {(x,y,z) | (x,z) eD, u, (x,z) <y<u, (x,z)}
and here the region D will be a region in the xz-plane. Here is how we will evaluate these

integrals.
- Igf(x,y,z)dV =ﬂ[jf(i’jf(x,y,z)dy}dA

where we will can use either of the two possible orders for integrating D in the xz-plane or we can
use polar coordinates if needed.
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Example 4 Evaluate ” I \3x? +32 dV where E is the solid bounded by y =2x* +2z* and
E
the plane y =8.

Solution
Here is a sketch of the solid E.

The region D in the xz-plane can be found by “standing” in front of this solid and we can see that
D will be a disk in the xz-plane. This disk will come from the front of the solid and we can
determine the equation of the disk by setting the elliptic paraboloid and the plane equal.

2x*+22° =8 = xX>4+z2=4

This region, as well as the integrand, both seems to suggest that we should use something like
polar coordinates. However we are in the xz-plane and we’ve only seen polar coordinates in the
xy-plane. This is not a problem. We can always “translate” them over to the xz-plane with the
following definition.

x=rcos0 z=rsin6

Since the region doesn’t have y’s we will let z take the place of y in all the formulas. Note that

these definitions also lead to the formula,

2 2 2
X +z =r

With this in hand we can arrive at the limits of the variables that we’ll need for this integral.
2x°+22°<y<8
0<r<2
0<0<L2r

The integral is then,
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Jl[v 37 a = j [

H( 3% +3z
_H\/ﬁ (26 +22%)) a4

Now, since we are going to do the double integral in polar coordinates let’s get everything
converted over to polar coordinates. The integrand is,

3(x7+27) (8-(207 +227)) =317 (8-272)
3 r(8-217)
=\/§(8r—2r3)
[[[V3x* +32% av = [[ V3 (8r-2r)dA

:ﬁf:”j;(sr—zﬁ)rdrde

3x +32° d }dA

dA

2x +22°

The integral is then,

27
—\/_f %de

_256\37
15
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Triple Integrals in Cylindrical Coordinates

In this section we want do take a look at triple integrals done completely in Cylindrical
Coordinates. Recall that cylindrical coordinates are really nothing more than an extension of
polar coordinates into three dimensions. The following are the conversion formulas for
cylindrical coordinates.

x =rcosf y=rsin6 z=z

In order to do the integral in cylindrical coordinates we will need to know what dV will become in
terms of cylindrical coordinates. We will be able to show in the Change of Variables section of
this chapter that,

| dV =r dzdrd6

The region, E, over which we are integrating becomes,
E= {(x,y,z) |(x,y)eD, u(x,y)<z<u, (x,y)}
={(.0,2)la <0< B, h(0)<r<hy(0), u (rcosd,rsin0)<z<u,(rcosd,rsin0)}

Note that we’ve only given this for £’s in which D is in the xy-plane. We can modify this
accordingly if D is in the yz-plane or the xz-plane as needed.

In terms of cylindrical coordinates a triple integral is,

mfxy, )av = jj je" r £ (rcos0,rsin®, z)dz dr do

rcos6,rsinf

Don’t forget to add in the » and make sure that all the x’s and y’s also get converted over into
cylindrical coordinates.

Let’s see an example.

Example 1 Evaluate j.”. ydV where E is the region that lies below the plane z = x +2 above
E
the xy-plane and between the cylinders x” + y> =1 and x* + y> =4.

Solution
There really isn’t too much to do with this one other than do the conversions and then evaluate
the integral.

We’ll start out by getting the range for z in terms of cylindrical coordinates.
0<z<x+2 = 0<z<rcosf+2
Remember that we are above the xy-plane and so we are above the plane z =0

Next, the region D is the region between the two circles x° + y2 =1and x* + y2 =4 in the xy-

plane and so the ranges for it are,
0<6<L2r 1<r<2
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Here is the integral.

Iﬂ ydV = J.:ﬂ J.lz J.Orcosmz (rsin®)rdzdrdo
E

=[] sin@(rcos@ +2)drdo

:J.zﬂ zlr3 sin(26)+2r2 sin@ dr do
0o Ji 9

2r
= (lr4 sin(29)+zr3 sian
. 8 3

2r
:J %sin(29)+%sin9 do

0

2

do

1

2z

(—1—5008(29)—E0059j
16 3

0

0

Just as we did with double integral involving polar coordinates we can start with an iterated
integral in terms of x, y, and z and convert it to cylindrical coordinates.

1 1- 2 [XZ 2
Example 2 Convert ,[,1 j . g j +y xyzdz dx dy into an integral in cylindrical coordinates.

2 +y?

Solution
Here are the ranges of the variables from this iterated integral.
-1<y<1

0<x<41-y
x2+y2Sz£\/x2+y2

The first two inequalities define the region D and since the upper and lower bounds for the x’s are

x=4/1- y2 and x =0 we know that we’ve got at least part of the right half a circle of radius 1

centered at the origin. Since the range of y’s is —1 < y <1 we know that we have the complete

right half of the disk of radius 1 centered at the origin. So, the ranges for D in cylindrical
coordinates are,

<0

IA

T
2

o A

<r<l

All that’s left to do now is to convert the limits of the z range, but that’s not too bad.

rP<z<r
On a side note notice that the lower bound here is an elliptic paraboloid and the upper bound is a
cone. Therefore E is a portion of the region between these two surfaces.

The integral is,
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/2

1102 ey
LI

0 x2+y2

zxyzdzdxdyzj [ [.r(rcos6)(rsin®)zdzdrdo

-r/2

= [ [[/2r* cosOsin@ dz dr do

-r/2
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Triple Integrals in Spherical Coordinates

In the previous section we looked at doing integrals in terms of cylindrical coordinates and we
now need to take a quick look at doing integrals in terms of spherical coordinates.

First, we need to recall just how spherical coordinates are defined. The following sketch shows
the relationship between the Cartesian and spherical coordinate systems.

£

(zy.z)=(0.6.)

Here are the conversion formulas for spherical coordinates.

X =psingcosO y=psinpsinO Z=pCcosQ
X +yP+zt=p?
We also have the following restrictions on the coordinates.

p=0 0<p<nm

For our integrals we are going to restrict £ down to a spherical wedge. This will mean that we
are going to take ranges for the variables as follows,

a<p<bh
a<0<p
O0<@p<y

Here is a quick sketch of a spherical wedge in which the lower limit for both p and ¢ are zero
for reference purposes. Most of the wedges we’ll be working with will fit into this pattern.
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From this sketch we can see that E is really nothing more than the intersection of a sphere and a
cone.

In the next section we will show that

dV =p*sinpdpddde

Therefore the integral will become,

j.[jf(x,y,z)dV=I;jf.[:p2 sing f'(psingcosh, psingsin®, pcosp)dpdd de
E

This looks bad, but given that the limits are all constants the integrals here tend to not be too bad.

Example 1 Evaluate J-.U.162 dV where E is the upper half of the sphere x* +)* +z> =1.
E

Solution
Since we are taking the upper half of the sphere the limits for the variables are,
0<p<l1
0<0<2r
T
0<p<—
¢ 2

The integral is then,
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“]16de = J'OEIOZHILpz sing(16pcos)dpdb do
E

= I£j02ﬂj;8p3 sin(2¢)dp dO do
:IEI02ﬂ2sin(2(p)d9d(P
:J'E47rsin(2(p)d(p

=2 cos(2(p)‘0%
=4r

3 paf9-)?
Example 2 Convert J-O J-O g e x*> +y* + 2> dzdx dy into spherical coordinates.
Xty

Solution
Let’s first write down the limits for the variables.
0<y<3

0<x<49-)°

The range for x tells us that we have a portion of the right half of a disk of radius 3 centered at the
origin. Since we are restricting )’s to positive values it looks like we will have the quarter disk in
the first quadrant. Therefore since D is in the first quadrant the region, £, must be in the first
octant and this in turn tells us that we have the following range for 6 (since this is the angle
around the z-axis).

0<o<”
2

Now, let’s see what the range for z tells us. The lower bound, z = /x” + y* , is the upper half of
a cone. At this point we don’t need this quite yet, but we will later. The upper bound,

z=1/18—=x> =y, is the upper half of the sphere,
x> +y*+z7 =18
and so from this we now have the following range for p

0<p<18=3/2

Now all that we need is the range for ¢ . There are two ways to get this. One is from where the
cone and the sphere intersect. Plugging in the equation for the cone into the sphere gives,
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Note that we can assume z is positive here since we know that we have the upper half of the cone
and/or sphere. Finally, plug this into the conversion for z and take advantage of the fact that we

know that p = 3\/5 since we are intersecting on the sphere. This gives,

pcosp =3

3\/§cos¢:3
1 _JE T
N R = °=%

So, it looks like we have the following range,

0<p<Z

A

The other way to get this range is from the cone by itself. By first converting the equation into

cylindrical coordinates and then into spherical coordinates we get the following,
z=r

P COsSQ = psing

T
l=tan¢ = (p:Z

So, recalling that p2 =x"+ y2 +z7%, the integral is then,

A
Jobo

n/4 om V2
jra 4yt v dzdedy=[" [T [ ptsinpdpdodo
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Change of Variables

Back in Calculus I we had the substitution rule that told us that,

j:f(g(X))g'(x)dx=chf(u)du where u=g(x)

In essence this is taking an integral in terms of x’s and changing it into terms of u’s. We want to
do something similar for double and triple integrals. In fact we’ve already done this to a certain
extent when we converted double integrals to polar coordinates and when we converted triple
integrals to cylindrical or spherical coordinates. The main difference is that we didn’t actually go
through the details of where the formulas came from. If you recall, in each of those cases we
commented that we would justify the formulas for d4 and dV eventually. Now is the time to do
that justification.

While often the reason for changing variables is to get us an integral that we can do with the new
variables, another reason for changing variables is to convert the region into a nicer region to
work with. When we were converting the polar, cylindrical or spherical coordinates we didn’t
worry about this change since it was easy enough to determine the new limits based on the given
region. That is not always the case however. So, before we move into changing variables with
multiple integrals we first need to see how the region may change with a change of variables.

First we need a little notation out of the way. We call the equations that define the change of
variables a transformation. Also we will typically start out with a region, R, in xy-coordinates
and transform it into a region in uv-coordinates.

Example 1 Determine the new region that we get by applying the given transformation to the
region R.
2

(a) R is the ellipse x” + ;}_6 =1 and the transformation is x = % , y=3v. [Solution]

4
(b) R is the region bounded by y =—x+4, y=x+1, and yzg—g and the

1 1
transformation is x = E(u + v) , V= E(M — v) . [Solution]

Solution
2

(a) R is the ellipse x” + ;}_6 =1 and the transformation is x = % , y=3v.

There really isn’t too much to do with this one other than to plug the transformation into the
equation for the ellipse and see what we get.

)5

TR e
—+—=1
4 36

u +vi =4
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So, we started out with an ellipse and after the transformation we had a disk of radius 2.
[Return to Problems]

4
(b) R is the region bounded by y =—x+4, y=x+1, and yzg—g and the
.. 1 1
transformation is x = E(u + v) , Y= E(M —v).

As with the first part we’ll need to plug the transformation into the equation, however, in this case
we will need to do it three times, once for each equation. Before we do that let’s sketch the graph
of the region and see what we’ve got.

So, we have a triangle. Now, let’s go through the transformation. We will apply the
transformation to each edge of the triangle and see where we get.

Let’sdo y =—x+4 first. Plugging in the transformation gives,

1 1
E(M_V):_E(u+v)+4
Uu—v=-u—-v+38
2u=38
u=4

The first boundary transforms very nicely into a much simpler equation.

Now let’s take a look at y =x+1,

l(u—v)z%(quv)Jrl

2
U—v=u+v=2
—2v=2
v=-—1

Again, a much nicer equation that what we started with.
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Finally, let’s transform y =< —

W

1

I(1 4
—(u—-v)=—=| =(u+v)|-—=
2 ( ) 3 (2 ( )j 3

3u-3v=u+v-8
4v=2u+8
v="12

2

So, again, we got a somewhat simpler equation, although not quite as nice as the first two.

Let’s take a look at the new region that we get under the transformation.
¥

4 1

We still get a triangle, but a much nicer one.
[Return to Problems]

Note that we can’t always expect to transform a specific type of region (a triangle for example)
into the same kind of region. It is completely possible to have a triangle transform into a region
in which each of the edges are curved and in no way resembles a triangle.

Notice that in each of the above examples we took a two dimensional region that would have
been somewhat difficult to integrate over and converted it into a region that would be much nicer
in integrate over. As we noted at the start of this set of examples, that is often one of the points
behind the transformation. In addition to converting the integrand into something simpler it will
often also transform the region into one that is much easier to deal with.

Now that we’ve seen a couple of examples of transforming regions we need to now talk about
how we actually do change of variables in the integral. We will start with double integrals. In
order to change variables in a double integral we will need the Jacobian of the transformation.
Here is the definition of the Jacobian.
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Definition
The Jacobian of the transformation x = g (u,v) , y=nh (u,v) is
ox Ox
0(x,) _|ou v
o(uv) | o
ou Ov

The Jacobian is defined as a determinant of a 2x2 matrix, if you are unfamiliar with this that is
okay. Here is how to compute the determinant.

a b
=ad —bc
c d

Therefore, another formula for the determinant is,
ax o
6(x,y)_ ou ov _gﬁ_y_a_x@_y

8(u,v)_8_y a_y_ﬁu Ov Ovaou
ou Ov

Now that we have the Jacobian out of the way we can give the formula for change of variables for
a double integral.

Change of Variables for a Double Integral

Suppose that we want to integrate f (x, y) over the region R. Under the transformation

xX=g (u, v) , y=nh (u, v) the region becomes S and the integral becomes,

J;)[f(x’y)dA:JJf(g(u,v),h(u,v)) o(x,y)

du dv

a(u,v)

Note that we used du dv instead of d4 in the integral to make it clear that we are now integrating
with respect to # and v. Also note that we are taking the absolute value of the Jacobian.

If we look just at the differentials in the above formula we can also say that
0 (x, y)

8(u,v)

d4 = dudv

Example 2 Show that when changing to polar coordinates we have dA = rdr d6

Solution
So, what we are doing here is justifying the formula that we used back when we were integrating
with respect to polar coordinates. All that we need to do is use the formula above for dA4.

The transformation here is the standard conversion formulas,
x=rcos6 y=rsin6
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The Jacobian for this transformation is,

ox  Ox
o(x,y) |or 06
6(r,9) oy
or 00

cos —rsin6

sinf rcosO

=rcos’ 0 —(—rsin2 6)

= r(cos2 0 +sin’ 6)
=r
We then get,
dA :‘8(x,y) drd0 =|r|drdo = rdrdo
8(r,0)

So, the formula we used in the section on polar integrals was correct.

Now, let’s do a couple of integrals.

Example 3 Evaluate ﬂ X+ ydA where R is the trapezoidal region with vertices given by
R

(0,0) , (5,0) , (%,%) and (%,—%) using the transformation x =2u +3v and y =2u—3v.

Solution
First, let’s sketch the region R and determine equations for each of the sides.
¥
ir 5 5
(3.3)
=
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Each of the equations was found by using the fact that we know two points on each line (i.e. the
two vertices that form the edge).

While we could do this integral in terms of x and y it would involve two integrals and so would be
some work.

Let’s use the transformation and see what we get. We’ll do this by plugging the transformation
into each of the equations above.

Let’s start the process off with y =x.

2u—3v=2u+3v
6v=0
v=0

Transforming y = —x is similar.
2u—-3v= —(2u + 3v)
4u=0
u=0

Next we’ll transform y =—x+35.
2u—3v=—(2u+3v)+5

4u=35
5
u=—
4

Finally, let’s transform y =x—-35.
2u-3v=2u+3v-5

—6v=-5
5
V=—
6
The region S is then a rectangle whose sides are givenby u =0, v=0, ¥ =2 and v=2% and so
the ranges of u and v are,
OSuSé OSVSE
4 6
Next, we need the Jacobian.
o(x, 2 3
(v0) - 6-6=-12
0 (u, v) 2 3

The integral is then,
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J;J.erydA = J;J.O‘S‘((M +3v)+(2u —3v))|—12| dudv

5

— .5
:J61448ududv

0 0

s 5
=f624u2\g dv

0
5

=J6Edv
0 2

75
=—vy

2
_125
4

>
6

0

Example 4 Evaluate ﬂ x” —xy+ 1’ dA where R is the ellipse given by x> —xy+y* =2 and
R

using the transformation xzx/iu—\/%v, y=\/§u+\/%v.

Solution
The first thing to do is to plug the transformation into the equation for the ellipse to see what the
region transforms into.

2=x"—xy+)’

=2u’ —%uv+§v2 —(2u2 —§v2j+2u2 +—uv+§v2

=2u’+2v’

Or, upon dividing by 2 we see that the equation describing R transforms into
u +v' =1
or the unit circle. Again, this will be much easier to integrate over than the original region.
Note as well that we’ve shown that the function that we’re integrating is
X —xy+yt = 2(u2 +v2)
in terms of u and v so we won’t have to redo that work when the time to do the integral comes
around.

Finally, we need to find the Jacobian.
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The integral is then,

du dv

gx_w+y¢4J] i +v?)

Before proceeding a word of caution is in order. Do not make the mistake of substituting
x* - Xy + y2 =2 or u” +v*> =1 in for the integrands. These equations are only valid on the

boundary of the region and we are looking at all the points interior to the boundary as well and
for those points neither of these equations will be true!

At this point we’ll note that this integral will be much easier in terms of polar coordinates and so
to finish the integral out will convert to polar coordinates.

Hx —xy+y dA= JJ u’ +v
:ﬁfo jo(rz)rdrde
= L ao

J‘fﬁld@

ﬁ

du dv

Let’s now briefly look at triple integrals. In this case we will again start with a region R and use
the transformation x = g (u,v, w) , Y= h(u,v, w) ,and z = k(u, Vv, w) to transform the region

into the new region S. To do the integral we will need a Jacobian, just as we did with double
integrals. Here is the definition of the Jacobian for this kind of transformation.

ox Ox Ox
ou ov ow
o(x,»z) |y & &
a(u,v, w) ou 5 %
0z 0z Oz
ou v ow
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In this case the Jacobian is defined in terms of the determinant of a 3x3 matrix. We saw how to
evaluate these when we looked at cross products back in Calculus II. If you need a refresher on
how to compute them you should go back and review that section.

The integral under this transformation is,

QJf(xﬂ%z)dV:i[[[f(g(ungwﬁh(ungwyk(ungwn

S

o(x,y,z)

dudvd
6(u,v,w) Havaw

As with double integrals we can look at just the differentials and note that we must have

a(x, y,z)

dV =
8(u,v,w)

du dvdw

We’re not going to do any integrals here, but let’s verify the formula for dV for spherical
coordinates.

Example 5 Verify that dV = p*sinp dp d0 do when using spherical coordinates.

Solution
Here the transformation is just the standard conversion formulas.
x=psingcos6 y=psin@sinf Z=pCcosQ
The Jacobian is,
sinpcosf® —psingsind pcospcosO
0 (x, V, z)

=|sinpsin® psingpcosd pcos@sinO
o(p.0.9) cos 0 —psi

¢ psing
=—p’sin’ pcos’ O — p”singcos’ @sin® O +0

—p’sin’ @sin®@ —0— p’sing cos’ pcos’ O

=—p2sin3(p(c0s29+sin26)—p2sin(pcosz(p(sin29+coszé)
=—p’sin’ ¢ — p’singcos’ ¢
:—pzsin(p(sinz(ercosz(p)

=—p’sing
Finally, dV becomes,
v = ‘—pz sin(p‘dpdéd(p =p’sinpdpdfdep

Recall that we restricted ¢ to the range 0 < ¢ < 7 for spherical coordinates and so we know that
sin@ >0 and so we don’t need the absolute value bars on the sine.

We will leave it to you to check the formula for dV for cylindrical coordinates if you’d like to. It
is a much easier formula to check.
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Surface Area

In this section we will look at the lone application (aside from the area and volume
interpretations) of multiple integrals in this material. This is not the first time that we’ve looked
at surface area We first saw surface area in Calculus II, however, in that setting we were looking
at the surface area of a solid of revolution. In other words we were looking at the surface area of
a solid obtained by rotating a function about the x or y axis. In this section we want to look at a
much more general setting although you will note that the formula here is very similar to the
formula we saw back in Calculus II.

Here we want to find the surface area of the surface given by z = f (x, y) where (x, y) isa

point from the region D in the xy-plane. In this case the surface area is given by,

S=ff\/[fx]2+[fy]2+ldA

Let’s take a look at a couple of examples.

Example 1 Find the surface area of the part of the plane 3x+ 2y + z =6 that lies in the first
octant.

Solution
Remember that the first octant is the portion of the xyz-axis system in which all three variables

are positive. Let’s first get a sketch of the part of the plane that we are interested in.
0

We’ll also need a sketch of the region D.
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1 L x
0 1 2

Remember that to get the region D we can pretend that we are standing directly over the plane
and what we see is the region D. We can get the equation for the hypotenuse of the triangle by
realizing that this is nothing more than the line where the plane intersects the xy-plane and we
also know that z =0 on the xy-plane. Plugging z = 0 into the equation of the plane will give us
the equation for the hypotenuse.

Notice that in order to use the surface area formula we need to have the function in the form
z=f (x, y) and so solving for z and taking the partial derivatives gives,

z=6-3x-2y f.=-3 f,==2

The limits defining D are,

0<x<2 0Sy£—%x+3

The surface area is then,

§=[[{[-3] +[-2] +144

D

2 —Ex+3
[Ty
=\/ﬁjz—§x+3dx

0o 2

:\/ﬁ(—%x2+3xj
=314

2
0

Example 2 Determine the surface area of the part of z = xy that lies in the cylinder given by

x* 4yt =1.

Solution
In this case we are looking for the surface area of the part of z = x) where (x, y) comes from

the disk of radius 1 centered at the origin since that is the region that will lie inside the given
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cylinder.

Here are the partial derivatives,

The integral for the surface area is,

S:H«/x2+y2+1dA

D

Given that D is a disk it makes sense to do this integral in polar coordinates.

S=[[Jx*+y*+1d4
D
=j02ﬂjolr\/l+r2 drdo

rn 2T

[ e

do
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Area and Volume Revisited

This section is here only so we can summarize the geometric interpretations of the double and
triple integrals that we saw in this chapter. Since the purpose of this section is to summarize
these formulas we aren’t going to be doing any examples in this section.

We’ll first look at the area of a region. The area of the region D is given by,

Area of D = HdA
D

Now let’s give the two volume formulas. First the volume of the region E is given by,

Volume of £ = jﬂ av
E

Finally, if the region E can be defined as the region under the function z = f (x, y) and above

the region D in xy-plane then,

Volume of E = ”f(x,y) dA
D

Note as well that there are similar formulas for the other planes. For instance, the volume of the
region behind the function y = f (x, Z) and in front of the region D in the xz-plane is given by,

Volume of E = Hf(x,z) dA
D

Likewise, the the volume of the region behind the function x = f ( ¥, Z) and in front of the

region D in the yz-plane is given by,

Volume of E = ”f(y,z) dA
D
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Line Integrals

Introduction

In this section we are going to start looking at Calculus with vector fields (which we’ll define in
the first section). In particular we will be looking at a new type of integral, the line integral and
some of the interpretations of the line integral. We will also take a look at one of the more
important theorems involving line integrals, Green’s Theorem.

Here is a listing of the topics covered in this chapter.

Vector Fields — In this section we introduce the concept of a vector field.

Line Integrals — Part I — Here we will start looking at line integrals. In particular we will look
at line integrals with respect to arc length.

Line Integrals — Part I — We will continue looking at line integrals in this section. Here we will
be looking at line integrals with respect to x, y, and/or z.

Line Integrals of Vector Fields — Here we will look at a third type of line integrals, line integrals
of vector fields.

Fundamental Theorem for Line Integrals — In this section we will look at a version of the
fundamental theorem of calculus for line integrals of vector fields.

Conservative Vector Fields — Here we will take a somewhat detailed look at conservative vector
fields and how to find potential functions.

Green’s Theorem — We will give Green’s Theorem in this section as well as an interesting
application of Green’s Theorem.

Curl and Divergence — In this section we will introduce the concepts of the curl and the
divergence of a vector field. We will also give two vector forms of Green’s Theorem.
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Vector Fields

We need to start this chapter off with the definition of a vector field as they will be a major
component of both this chapter and the next. Let’s start off with the formal definition of a vector
field.

Definition

A vector field on two (or three) dimensional space is a function F that assigns to each point

(x, y) (or (x, ¥, Z)) a two (or three dimensional) vector given by F (x, y) (or F (x, y,z) ).

That may not make a lot of sense, but most people do know what a vector field is, or at least
they’ve seen a sketch of a vector field. If you’ve seen a current sketch giving the direction and
magnitude of a flow of a fluid or the direction and magnitude of the winds then you’ve seen a
sketch of a vector field.

The standard notation for the function F 18,
F(x,y)=P(x,y)i +0(x,y)]

ﬁ(x,y,z) = P(x,y,z)f+Q(x,y,z)j +R(x,y,z)/€
depending on whether or not we’re in two or three dimensions. The function P, Q, R (if it is
present) are sometimes called scalar functions.

Let’s take a quick look at a couple of examples.

Example 1 Sketch each of the following direction fields.
(@) F(x,y)==yi+x] [Solution]
(b) F(x,y,z) = 2xf—2yj—2xl€ [Solution]
Solution
(a) F(x,y) = —yf+x]'

Okay, to graph the vector field we need to get some “values” of the function. This means
plugging in some points into the function. Here are a couple of evaluations.

L)1y 15
22 2 2
-1 1 Iy- 1= 1+ 1-
Fl——|=—|—=|i+—-j=—i+—]
(2 2) (2) 2/ T2 Ty
A2y 35
2 4 4 2
So, just what do these evaluations tell us? Well the first one tells us that at the point (%,%) we

will plot the vector —%f +%] . Likewise, the third evaluation tells us that at the point (% ,%) we

will plot the vector —4+7 +3 7.
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We can continue in this fashion plotting vectors for several points and we’ll get the following
sketch of the vector field.

—|
=

If we want significantly more points plotted then it is usually best to use a computer aided

graphing system such as Maple or Mathematica. Here is a sketch with many more vectors
included that was generated with Mathematica.

¥
f/ffﬁ_ﬁgg_mx_xx&‘\‘\
PR R
f‘r;;".lq--\h‘."ul\\.\h
,I'.I'J"’".‘ _“\I,H"l,
J‘i' ;..;\!‘tt
1l4fl' . Jlll11‘x
AR R
P A |
Voyov s -
v \.L_....:f.r'-'.-‘a“
AN I PV AN
N
\\\_\‘“__.____...r.-'/‘f.ff
\\\&‘m“—-"—"‘"""’"”f’/‘/
\\\\,_‘x_,_‘__;_.__.*,-r,-r.-'f,r"/

[Return to Problems]

(b) ﬁ(x,y,z)=2xz7—2yj—2x1€

In the case of three dimensional vector fields it is almost always better to use Maple,

Mathematica, or some other such tool. Despite that let’s go ahead and do a couple of evaluations
anyway.

1

(1,-3,2)=27 +6j -2k
F(0,5,3)=-107

Notice that z only affect the placement of the vector in this case and does not affect the direction
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or the magnitude of the vector. Sometimes this will happen so don’t get excited about it when it
does.

Here is a couple of sketches generated by Mathematica. The sketch on the left is from the “front”
and the sketch on the right is from “above”.

x ¥
-4 2 0 2 4 4 2 0 -2 —4
4”_"_‘—4—\_.__,_u-!3u-+ g o 4 1 r-" ., T, s I'|I|I \l"‘._ T\[A
R £ TR L e ST
A St AR e,
L RANPF R e . 2F
\ "x4 a BBty el £t Py ke
‘\R:\ L\-# * "
z ok xﬂ:"l ?-W . . PR 1| MR N a—
-2

[Return to Problems]

Now that we’ve seen a couple of vector fields let’s notice that we’ve already seen a vector field
function. In the second chapter we looked at the gradient vector. Recall that given a function

f (x, ¥, Z) the gradient vector is defined by,

Vf =(fir S )

This is a vector field and is often called a gradient vector field.

In these cases the function f (x, ¥, Z) is often called a scalar function to differentiate it from the
vector field.

Example 2 Find the gradient vector field of the following functions.
(@) f(x,y)=x"sin(5y)
) f(x,y,z)=ze

Solution

(@) f(x,y)=xsin(5y)

Note that we only gave the gradient vector definition for a three dimensional function, but don’t
forget that there is also a two dimension definition. All that we need to drop off the third
component of the vector.

Here is the gradient vector field for this function.
Vf = <2xsin(5y) ,5x7 cos(5y)>
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®) f(x,y,z)=ze"

There isn’t much to do here other than take the gradient.
Vf = <— yze V,—xze ™ eV >

Let’s do another example that will illustrate the relationship between the gradient vector field of a
function and its contours.

Example 3 Sketch the gradient vector field for f (x, y) =x" +y” as well as several contours

for this function.
Solution
Recall that the contours for a function are nothing more than curves defined by,

f(xy)=k
for various values of k. So, for our function the contours are defined by the equation,
2 2
X +y =k

and so they are circles centered at the origin with radius \/E .

Here is the gradient vector field for this function.
Vf(x,y) =2xi +2y]

Here is a sketch of several of the contours as well as the gradient vector field.
¥

A N N W T - A Y A A
RS O O f—d A S
NN NN S S
b T L N . T T [ N B S U
T Rl RS WM W R d A A A e
N Y Ry Ay A § P T R T TR TE
I I I 1 I — L. ¥
AN N ENRER
T i LT | S B S e
LN A S L T T T
L e e T i
POV AP A LT R BT S T A N
PP AN S S L T
VYA B S I os n G R UL R U

Notice that the vectors of the vector field are all perpendicular (or orthogonal) to the contours.
This will always be the case when we are dealing with the contours of a function as well as its
gradient vector field.

The k’s we used for the graph above were 1.5, 3, 4.5, 6, 7.5, 9, 10.5, 12, and 13.5. Now notice
that as we increased & by 1.5 the contour curves get closer together and that as the contour curves
get closer together the larger vectors become. In other words, the closer the contour curves are
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(as k is increased by a fixed amount) the faster the function is changing at that point. Also recall
that the direction of fastest change for a function is given by the gradient vector at that point.
Therefore, it should make sense that the two ideas should match up as they do here.

The final topic of this section is that of conservative vector fields. A vector field F iscalleda

conservative vector field if there exists a function f such that F= V. If F is a conservative

vector field then the function, f; is called a potential function for F.

All this definition is saying is that a vector field is conservative if it is also a gradient vector field
for some function.

For instance the vector field F = y i+ x]' is a conservative vector field with a potential function
of f(x,y) = xy because Vf = <y, x>.

On the other hand, F=- y i+ xj is not a conservative vector field since there is no function f

such that F = Vf . If you’re not sure that you believe this at this point be patient, we will be able

to prove this in a couple of sections. In that section we will also show how to find the potential
function for a conservative vector field.
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In this section we are now going to introduce a new kind of integral. However, before we do that
it is important to note that you will need to remember how to parameterize equations, or put
another way, you will need to be able to write down a set of parametric equations for a given
curve. You should have seen some of this in your Calculus II course. If you need some review
you should go back and review some of the basics of parametric equations and curves.

Here are some of the more basic curves that we’ll need to know how to do as well as limits on the

parameter if they are required.

Curve Parametric Equations
Counter-Clockwise Clockwise
x2+y2 | x=acos(t) x =acos(t)
2T 2T . .
a b y =bsin(t) y=—bsin(t)
(Ellipse)
0<t<L2x 0<t<L2x
Counter-Clockwise Clockwise
X+t = x=rcos(r) x=rcos(r)
(Circle) y=rsin(t) y =-rsin(?)
0<t<L2rm 0<t<2m
x=t

Line Segment From

(xo,yo,zo) to (xl,yl,zl)

y=1()

x=g(t)
y=t

F(t):(1—t)<x0,y0,zo>+t<xl,yl,zl> ,0<¢<1

or
x=(1-1t)x, +tx,
y=(1—t)y0+ty1 , 0<¢<1
Z=(1—t)ZO +1z

With the final one we gave both the vector form of the equation as well as the parametric form
and if we need the two-dimensional version then we just drop the z components. In fact, we will

be using the two-dimensional version of this in this section.

For the ellipse and the circle we’ve given two parameterizations, one tracing out the curve
clockwise and the other counter-clockwise. As we’ll eventually see the direction that the curve is
traced out can, on occasion, change the answer. Also, both of these “start” on the positive x-axis

atr1=0.
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Now let’s move on to line integrals. In Calculus I we integrated f (x) , a function of a single

variable, over an interval [a, b] . In this case we were thinking of x as taking all the values in this
interval starting at a and ending at . With line integrals we will start with integrating the
function f (x, y) , a function of two variables, and the values of x and y that we’re going to use

will be the points, (x, y) , that lie on a curve C. Note that this is different from the double

integrals that we were working with in the previous chapter where the points came out of some
two-dimensional region.

Let’s start with the curve C that the points come from. We will assume that the curve is smooth
(defined shortly) and is given by the parametric equations,

x:h(t) yzg(t) a<t<h

We will often want to write the parameterization of the curve as a vector function. In this case
the curve is given by,

F(t)=h(t)i+g(1)j a<t<h

The curve is called smooth if F’(t) is continuous and F’(t) # 0 for all ¢.

The line integral of f (x, y) along C is denoted by,
I f (x, y)ds
C

We use a ds here to acknowledge the fact that we are moving along the curve, C, instead of the x-
axis (denoted by dx) or the y-axis (denoted by dy). Because of the ds this is sometimes called the
line integral of f with respect to arc length.

We’ve seen the notation ds before. If you recall from Calculus II when we looked at the arc
length of a curve given by parametric equations we found it to be,

2 2
L= "ds.  where ds= (@j +(@) dt
a a ) " a

It is no coincidence that we use ds for both of these problems. The ds is the same for both the arc
length integral and the notation for the line integral.

So, to compute a line integral we will convert everything over to the parametric equations. The

line integral is then,
' deY (dyY
jf(x,y)ds:J f(h(t),g(t))\/(ij +(?);j i

c a

Don’t forget to plug the parametric equations into the function as well.

If we use the vector form of the parameterization we can simplify the notation up somewhat by
noticing that,
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ST (2] Ao

where HF' (Z)H is the magnitude or norm of 7’ (t) . Using this notation the line integral becomes,

[ (eopyds =[] 1 (n(e).(0) |7 (0)]

C

Note that as long as the parameterization of the curve C is traced out exactly once as ¢ increases
from a to b the value of the line integral will be independent of the parameterization of the curve.

Let’s take a look at an example of a line integral.

Example 1 Evaluate jxy4 ds where C is the right half of the circle, x* + y* =16 rotated in the
C
counter clockwise direction.

Solution
We first need a parameterization of the circle. This is given by,
x =4cost y =4sint
We now need a range of #’s that will give the right half of the circle. The following range of #’s
will do this.

ROP P
2 2
Now, we need the derivatives of the parametric equations and let’s compute ds.
dx . d
— =—4sint & _ 4cost
dt dt

ds =16sin> 1 +16cos> ¢ dt = 4 dt

The line integral is then,

J.xy4 ds = J.::/zz 4cosz‘(4sinz‘)4 (4)dt

C
= 4096I i cost sin® ¢ dt
-n/2

4096 . 5 |2
= sin” ¢

3
8192
5

Next we need to talk about line integrals over piecewise smooth curves. A piecewise smooth
curve is any curve that can be written as the union of a finite number of smooth curves, C,,...,C,
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where the end point of C; is the starting point of C;,,. Below is an illustration of a piecewise
smooth curve.

¥
CE
W
Cﬂ
—] Cl
X

Evaluation of line integrals over piecewise smooth curves is a relatively simple thing to do. All
we do is evaluate the line integral over each of the pieces and then add them up. The line integral
for some function over the above piecewise curve would be,

J-f(x,y)dS=J-f(x,y)ds+.[f(x,y)ds+.[f(x,y)ds+J-f(x,y)ds

Let’s see an example of this.

Example 2 Evaluate J-4x3 ds where C is the curve shown below.
C

¥

-

1= Chox=1
| | - | ©
-2 -1 A 2

’HC: =x'-1
Cliy=-1 ,,)( 2

. - . —

Solution
So, first we need to parameterize each of the curves.
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C : x=ty=-1, -2<t<0
C,: x=t,y=t'-1, 0<¢<1
C,: x=1 y=t, 0<t<L2

Now let’s do the line integral over each of these curves.

£4x3 ds=["ar\J(1Y +(0) dr=[" 4 dr=r =-16
1 3 3
Cjz4x3 ds=j04t3./(1) +(32)

:J'Ol4t3\/1+9t4 dt
:é(%)(1+9t4);

[axtas=] (1) J(0) +(1) dr = 4dr =3

1

2 3
=—|102-1[|=2.268
27

0

Finally, the line integral that we were asked to compute is,
I4x3dS= I4x3ds+j4x3ds+j4x3ds
c G G G
=-16+2.268+8
=-5.732

Notice that we put direction arrows on the curve in the above example. The direction of motion
along a curve may change the value of the line integral as we will see in the next section. Also

note that the curve can be thought of a curve that takes us from the point (—2, —1) to the point

(1, 2) . Let’s first see what happens to the line integral if we change the path between these two

points.

Example 3 Evaluate j4x3 ds where C is the line segment from (—2,—1) to (1, 2) )

C

Solution
From the parameterization formulas at the start of this section we know that the line segment

starting at (—2,—1) and ending at (1,2) is given by,
F(r)=(1-1)(=2,-1)+2(1,2)
=(-2+31,—1+3¢)

for 0 <t <1. This means that the individual parametric equations are,
x=-2+4+3¢ y=—1+3¢
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Using this path the line integral is,

J.4x3 ds = J-Ol4(—2+3t)3 J9+9 g

—1232 () (-2 +30) |
5

=12x/5(—zj

=-15v2=-21213

0

When doing these integrals don’t forget simple Calc I substitutions to avoid having to do things
like cubing out a term. Cubing it out is not that difficult, but it is more work than a simple
substitution.

So, the previous two examples seem to suggest that if we change the path between two points
then the value of the line integral (with respect to arc length) will change. While this will happen
fairly regularly we can’t assume that it will always happen. In a later section we will investigate
this idea in more detail.

Next, let’s see what happens if we change the direction of a path.

Example 4 Evaluate J-4x3 ds where C is the line segment from (1,2) to (—2,—1).
c

Solution
This one isn’t much different, work wise, from the previous example. Here is the

parameterization of the curve.
F(r)=(1-1)(1,2)+2(-2,-1)
=(1-3t,2-31)

for 0 <t <1. Remember that we are switching the direction of the curve and this will also
change the parameterization so we can make sure that we start/end at the proper point.

Here is the line integral.

[4xtds=[ 4(1-31)'Vo+9ar
=122 (~4)(1-3¢)°

5

-1243(-2]

——15J2 =-21.213

1
0

So, it looks like when we switch the direction of the curve the line integral (with respect to arc
length) will not change. This will always be true for these kinds of line integrals. However, there
are other kinds of line integrals in which this won’t be the case. We will see more examples of
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this in the next couple of sections so don’t get it into your head that changing the direction will
never change the value of the line integral.

Before working another example let’s formalize this idea up somewhat. Let’s suppose that the
curve C has the parameterization x = A (t) , V=g (t) . Let’s also suppose that the initial point

on the curve is 4 and the final point on the curve is B. The parameterization x =/ (t) , V=g (t)

will then determine an orientation for the curve where the positive direction is the direction that
is traced out as ¢ increases. Finally, let —C be the curve with the same points as C, however in
this case the curve has B as the initial point and 4 as the final point, again # is increasing as we
traverse this curve. In other words, given a curve C, the curve —C is the same curve as C except
the direction has been reversed.

We then have the following fact about line integrals with respect to arc length.

Fact

J-f(x,y)ds:.[ f(x,y)ds

C

So, for a line integral with respect to arc length we can change the direction of the curve and not
change the value of the integral. This is a useful fact to remember as some line integrals will be
easier in one direction than the other.

Now, let’s work another example

Example 5 Evaluate jx ds for each of the following curves.
C

(@ C :y= x?, —1<x<1 [Solution]
(b) C,: The line segment from (—1,1) to (1,1). [Solution]
(c) C;: The line segment from (1,1) to (—1,1). [Solution]

Solution
Before working any of these line integrals let’s notice that all of these curves are paths that

connect the points (—1, 1) and (1,1) . Also notice that C; =—C, and so by the fact above these

two should give the same answer.

Here is a sketch of the three curves and note that the curves illustrating C, and C; have been

separated a little to show that they are separate curves in some way even though they are the same
line.
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(a) Clzy:xz, -1<x<1

Here is a parameterization for this curve.
C:x=t y=t, -1<t<l

Here is the line integral.
1
1 1 3
[xds=] tNi+dr de=—(1+47)| =0
G - 12 -1
[Return to Problems]

(b) C,: The line segment from (—1,1) to (1,1) .

There are two parameterizations that we could use here for this curve. The first is to use the
formula we used in the previous couple of examples. That parameterization is,

C,:7(t)=(1-1){-L1)+2(1,1)
=(21-1,1)
for 0<¢<1.

Sometimes we have no choice but to use this parameterization. However, in this case there is a
second (probably) easier parameterization. The second one uses the fact that we are really just
graphing a portion of the line y =1. Using this the parameterization is,

C,:x=t, y=1 —-1<¢t<1

This will be a much easier parameterization to use so we will use this. Here is the line integral

for this curve.

1
=0

-1

jxds :jjltht =%t2

G

Note that this time, unlike the line integral we worked with in Examples 2, 3, and 4 we got the
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same value for the integral despite the fact that the path is different. This will happen on
occasion. We should also not expect this integral to be the same for all paths between these two
points. At this point all we know is that for these two paths the line integral will have the same
value. It is completely possible that there is another path between these two points that will give

a different value for the line integral.
[Return to Problems]

(c) C,: The line segment from (1,1) to (—1,1) .

Now, according to our fact above we really don’t need to do anything here since we know that
C, =—C,. The fact tells us that this line integral should be the same as the second part (i.e.

zero). However, let’s verify that, plus there is a point we need to make here about the
parameterization.

Here is the parameterization for this curve.
C,: 7 (1) =(1-1){L1)+¢(-11)
=(1-21,1)
for 0<¢<1.
Note that this time we can’t use the second parameterization that we used in part (b) since we

need to move from right to left as the parameter increases and the second parameterization used
in the previous part will move in the opposite direction.

Here is the line integral for this curve.

jxds:j;(l—zt)Mdtzz(t—tz)ro =0

G

Sure enough we got the same answer as the second part.
[Return to Problems]

To this point in this section we’ve only looked at line integrals over a two-dimensional curve.
However, there is no reason to restrict ourselves like that. We can do line integrals over three-
dimensional curves as well.

Let’s suppose that the three-dimensional curve C is given by the parameterization,
xzx(t), yzy(t) z=z(t) a<t<b

then the line integral is given by,

s o] (2] 2]

Note that often when dealing with three-dimensional space the parameterization will be given as a
vector function.
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Notice that we changed up the notation for the parameterization a little. Since we rarely use the
function names we simply kept the x, y, and z and added on the (t) part to denote that they may

be functions of the parameter.

Also notice that, as with two-dimensional curves, we have,

(&) A2 (] 170

and the line integral can again be written as,

7 (1) dt

[ (xo0.2)s = [* 7 (x(1).3(1).2(2))

So, outside of the addition of a third parametric equation line integrals in three-dimensional space
work the same as those in two-dimensional space. Let’s work a quick example.

Example 6 Evaluate jxyz ds where C is the helix given by, 7 (t) = <cos(t) ,sin (t) ,3t> ,
C
0<t<4r.

Solution
Note that we first saw the vector equation for a helix back in the Vector Functions section. Here
is a quick sketch of the helix.

Here is the line integral.
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jxyz ds = j:ﬂ 3tcos(1)sin(7) Jsin® ¢ +cos’ £ +9 dt

C

:J4ﬂ3t(%sin(2t)jmm

0

_3@ A
_T .

tsin(2t)dt

4r

:@Gsm(zt)_écos(zf)j

=—3\/E7r

You were able to do that integral right? It required integration by parts.

0

So, as we can see there really isn’t too much difference between two- and three-dimensional line
integrals.
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Line Integrals - Part I1

In the previous section we looked at line integrals with respect to arc length. In this section we
want to look at line integrals with respect to x and/or y.

As with the last section we will start with a two-dimensional curve C with parameterization,
x:x(t) y:y(t) a<t<b

The line integral of f with respect to x is,

.l.f(an’)dxZI:f(x(t),y(t))x’(t)dt

The line integral of £ with respect to y is,

[£(eyyay=[" £ (x(0).p(0)) ' (1)t

Note that the only notational difference between these two and the line integral with respect to arc
length (from the previous section) is the differential. These have a dx or dy while the line integral
with respect to arc length has a ds. So when evaluating line integrals be careful to first note
which differential you’ve got so you don’t work the wrong kind of line integral.

These two integral often appear together and so we have the following shorthand notation for
these cases.

Ide+Qdy:IP(x,y)dx+IQ(x,y)dy

Let’s take a quick look at an example of this kind of line integral.

Example 1 Evaluate jsin (7r y) dy + yx” dx where C is the line segment from (O, 2) to (1, 4) .

c
Solution
Here is the parameterization of the curve.

F(t)=(1-1)(0,2)+1(1,4) = (r,2+2¢) 0<r<l1

The line integral is,

jsm(ﬂy dy+yx dx = jsm ﬂy dy +.[yx dx

C C
1 1
= [ sin(x(2+2¢))(2)de+ [ (2+26)(¢) (1)t
1 1
= —lcos(2n +2mt) +(%l‘3 +lt4j
T o \3 2 )
_7
6
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In the previous section we saw that changing the direction of the curve for a line integral with
respect to arc length doesn’t change the value of the integral. Let’s see what happens with line
integrals with respect to x and/or y.

Example 2 Evaluate J-sin (77.' y) dy + yx” dx where C is the line segment from (1, 4) to (0, 2) .

C

Solution
So, we simply changed the direction of the curve. Here is the new parameterization.

F(t)=(1-1)(1,4)+2(0,2) =(1-1,4-2r)  0<r<I

The line integral in this case is,

J'sm(ny dy+yx* dx = J'sm wy)dy +jyx2dx
= [ sin(z (4-20))(-2)de+ [ (4-20)(1=1) (~1)ar

1 ' (1.8 1
=——cos(4r —2nt) —(——t“ +—1 =5t +4tj
, L2 3

T

0

So, switching the direction of the curve got us a different value or at least the opposite sign of the
value from the first example. In fact this will always happen with these kinds of line integrals.

Fact

If C is any curve then,

I f(x,y)dx = —If(x,y)dx and I f(x,y)dy = —If(x,y)dy

@
With the combined form of these two integrals we get,

J. Pdx+Qdy = —J-de+ Qdy
—C C

We can also do these integrals over three-dimensional curves as well. In this case we will pick up
a third integral (with respect to z) and the three integrals will be.

if(x,y,z)dx:j:f(x(t),y(t),z(t))x'(t)dt
[ 7o)y =, 1 (5020 2(0) (1)
lf(x,y,z)dz:ij(x(t),y(t),z(t))z’(t)dt

where the curve C is parameterized by
x:x(t) y:y(t) z:z(t) as<t<bh
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As with the two-dimensional version these three will often occur together so the shorthand we’ll
be using here is,

dex+Qdy+Rdz:IP(x,y,z)dx+IQ(x,y,z)dy+IR(x,y,z)dz
C @ C @

Let’s work an example.

Example 3 Evaluate jy dx+xdy+ zdz where Cis given by x =cost, y=sint, z=t",
C
0<t<2r.
Solution
So, we already have the curve parameterized so there really isn’t much to do other than evaluate
the integral.

jydx+xdy+zdz:jydx+jxdy+jzdz

c ¢ o ¢
= [“sin(~sint)dr+ [ "cost(cost)dr+ [ 1 (2r)
=—[Tsin® tdr+ [ costrdr+ [ 2r dr
= _%j:n (1-cos(2¢))dr +%j02n (1+cos(2r))dr+ [ " 2r dr

- (—%(t—%sin(Zt)j+%(t+%sin(2t)j+%t4]

=8r*

2r

0
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Line Integrals of Vector Fields

In the previous two sections we looked at line integrals of functions. In this section we are going
to evaluate line integrals of vector fields. We’ll start with the vector field,

ﬁ(x,y,z) = P(x,y,z)f+Q(x,y,z)]' +R(x,y,z)/€
and the three-dimensional, smooth curve given by

F(t)=x(t)i+y(t)j+z(t)k a<t<b

The line integral of F along C'is

—

JC'F“-dF = j:F(?(t))-?’(t)dt

Note the notation in the left side. That really is a dot product of the vector field and the
differential really is a vector. Also, F (77 (t)) is a shorthand for,

— —

F(7(0)= F (x(0).0(1).2(1)

We can also write line integrals of vector fields as a line integral with respect to arc length as
follows,

jﬁ-d?:jﬁ-fds
C C

where T (t) is the unit tangent vector and is given by,

.o (1)
T(t)_Tt)H

If we use our knowledge on how to compute line integrals with respect to arc length we can see
that this second form is equivalent to the first form given above.

.[F-dF:J-F-TdS
C C

In general we use the first form to compute these line integral as it is usually much easier to use.
Let’s take a look at a couple of examples.
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Example 1 Evaluate jﬁ'-d? where F(x,y,z)=8x2y2f+52j—4xyl€ and C is the curve
C
givenby 7(t)=ti+ j+£k, 0<t<1.

Solution
Okay, we first need the vector field evaluated along the curve.

F(F(1))=8(2)(¢)i +50 j—4e(¢* )k =87 +50 j—4r' k

Next we need the derivative of the parameterization.
F(t)=i+2tj+37k
Finally, let’s get the dot product taken care of.

F(7 (1)) (1) =8¢ +10¢* —12¢°

The line integral is then,

[Fear =I;8t7 104 —126 d
C

1
(¢ +26 - 21 )‘O
1

Example 2 Evaluate IF' «d 7 where F (x, y,z) =xzi—-yz k and C'is the line segment from
C
(-1,2,0) and (3,0,1).

Solution

We’ll first need the parameterization of the line segment. We saw how to get the
parameterization of line segments in the first section on line integrals. We’ve been using the two
dimensional version of this over the last couple of sections. Here is the parameterization for the
line.

F(t)=(1-1)(-1,2,0)+1(3,0,1)
=(4r1-1,2-21,1), 0<t<1

So, let’s get the vector field evaluated along the curve.

F(7(t))=(4=1)(t)i —=(2-21)(1)k

=(4t2—t)?—(2t—2t2)l€

Now we need the derivative of the parameterization.

(1) =(4,-2,1)

The dot product is then,
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F(7 () (t)=4(46 —t)— (2t =27 ) = 182 6t

The line integral becomes,

[Fear j;18t2—6tdt
C

1
(6t3 ~37 )‘0
3

Let’s close this section out by doing one of these in general to get a nice relationship between line
integrals of vector fields and line integrals with respect to x, y, and z.

Given the vector field F (x, v, z) =Pi+Qj+R k and the curve C parameterized by

77(1,‘) = x(t)z?+y(t)j+z(t)/€, a <t < b the line integral is,

jF-d?:jj(Pf+Q]+Rl€)-(x’f+y’]+z’l§)dt
C
:I:PX,+Qy,+RZ’dt
:I:Px'dt+.|.:Qy'dt+j:Rz'dt
:J.de+J-Qdy+J-Rdz
C C C

:Ide+Qdy+Rdz
C

So, we see that,

[Fed7=[Pdx+Qdy+Rdz
C C

Note that this gives us another method for evaluating line integrals of vector fields.

This also allows us to say the following about reversing the direction of the path with line
integrals of vector fields.

Fact

This should make some sense given that we know that this is true for line integrals with respect to
x, y, and/or z and that line integrals of vector fields can be defined in terms of line integrals with
respect to x, y, and z.
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Fundamental Theorem for Line Integrals

In Calculus I we had the Fundamental Theorem of Calculus that told us how to evaluate definite
integrals. This told us,

[ F(x)dx=F (b)-F(a)

It turns out that there is a version of this for line integrals over certain kinds of vector fields. Here
it is.

Theorem

Suppose that C is a smooth curve given by 7 (t) , a<t<b. Also suppose that f'is a function

whose gradient vector, Vf, is continuous on C. Then,

Jv7-a7 = (7 (8))~1 (7(=))

Note that 7 (a) represents the initial point on C while 7 (b) represents the final point on C.

Also, we did not specify the number of variables for the function since it is really immaterial to
the theorem. The theorem will hold regardless of the number of variables in the function.

Proof

This is a fairly straight forward proof.

For the purposes of the proof we’ll assume that we’re working in three dimensions, but it can be
done in any dimension.

Let’s start by just computing the line integral.

[Vredr = ["v7 (F(0))oF ()

b
_| |l Ty o dz
Ox dt Oydt o0Ozdt

a

Now, at this point we can use the Chain Rule to simplify the integrand as follows,

b
J-VfodF: g@_}_gﬂ_}_g% dt
) ox di oy di | 0z di

- [4 Ly

To finish this off we just need to use the Fundamental Theorem of Calculus for single integrals.

Jvrdr =1 (7(5) =1 (F(a))
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Let’s take a quick look at an example of using this theorem.

Example 1 Evaluate J-Vf-d 7 where f(x,y,z) = cos(nx) +sin(7ry) —xyz and Cis any
C
path that starts at (1,%,2) and ends at (2,1,—1) .

Solution

First let’s notice that we didn’t specify the path for getting from the first point to the second point.
The reason for this is simple. The theorem above tells us that all we need are the initial and final
points on the curve in order to evaluate this kind of line integral.

So, let F(t) , @ <t < b be any path that starts at (1,%,2) and ends at (2,1,—1) . Then,

F(a):<l,%,2> F(b)=(2,1,-1)
The integral is then,

IVf-df:f(2,1,—1)—f(1,%,2)

:cos(27r)+sin7r—2(1)(—1)—[00571+sin(%j—l(%)(2)j
_4

Notice that we also didn’t need the gradient vector to actually do this line integral. However, for
the practice of finding gradient vectors here it is,

Vf = <—7r sin(7x)— yz, 7 cos(7y)—xz, —xy>

The most important idea to get from this example is not how to do the integral as that’s pretty
simple, all we do is plug the final point and initial point into the function and subtract the two
results. The important idea from this example (and hence about the Fundamental Theorem of
Calculus) is that, for these kinds of line integrals, we didn’t really need to know the path to get
the answer. In other words, we could use any path we want and we’ll always get the same results.

In the first section on line integrals (even though we weren’t looking at vector fields) we saw that
often when we change the path we will change the value of the line integral. We now have a type
of line integral for which we know that changing the path will NOT change the value of the line
integral.

Let’s formalize this idea up a little. Here are some definitions. The first one we’ve already seen
before, but it’s been a while and it’s important in this section so we’ll give it again. The

remaining definitions are new.

Definitions

First suppose that F s a continuous vector field in some domain D.

1. F isa conservative vector field if there is a function f'such that F = Vf . The function

fis called a potential function for the vector field. We first saw this definition in the
first section of this chapter.
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2. J-ﬁ-d 7 is independent of path if J-F-d = J- Fe+d 7 for any two paths C, and C, in
C @ @
D with the same initial and final points.

3. A path Cis called closed if its initial and final points are the same point. For example a
circle is a closed path.

4. A path Cis simple if it doesn’t cross itself. A circle is a simple curve while a figure 8
type curve is not simple.

5. A region D is open if it doesn’t contain any of its boundary points.

6. A region D is connected if we can connect any two points in the region with a path that
lies completely in D.

7. Aregion D is simply-connected if it is connected and it contains no holes. We won’t
need this one until the next section, but it fits in with all the other definitions given here
so this was a natural place to put the definition.

With these definitions we can now give some nice facts.

Facts

1. ij «d 7 is independent of path.
@

This is easy enough to prove since all we need to do is look at the theorem above. The
theorem tells us that in order to evaluate this integral all we need are the initial and final
points of the curve. This in turn tells us that the line integral must be independent of path.

2. If F isa conservative vector field then J-F' «d 7 is independent of path.
c

This fact is also easy enough to prove. If F is conservative then it has a potential function, f,
and so the line integral becomes J.I::' d7r = J.Vf «d ¥ . Then using the first fact we know that
€ c

this line integral must be independent of path.

3. If F isa continuous vector field on an open connected region D and if J- FedF is
@

independent of path (for any path in D) then F is a conservative vector field on D.

4. If IF' «d 7 is independent of path then j Fed 7 =0 for every closed path C.
@ C
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5 If IF' «d 7 =0 for every closed path C then j FedF is independent of path.
@ C

These are some nice facts to remember as we work with line integrals over vector fields. Also
notice that 2 & 3 and 4 & 5 are converses of each other.
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Conservative Vector Fields

In the previous section we saw that if we knew that the vector field F was conservative then

J-F' «d ¥ was independent of path. This in turn means that we can easily evaluate this line
c

integral provided we can find a potential function for F.

In this section we want to look at two questions. First, given a vector field F is there any way of

determining if it is a conservative vector field? Secondly, if we know that F is a conservative
vector field how do we go about finding a potential function for the vector field?

The first question is easy to answer at this point if we have a two-dimensional vector field. For
higher dimensional vector fields we’ll need to wait until the final section in this chapter to answer

this question. With that being said let’s see how we do it for two-dimensional vector fields.

Theorem

Let F = Pi + Q] be a vector field on an open and simply-connected region D. Then if P and Q
have continuous first order partial derivatives in D and

o _og

ay_ ox

the vector field F is conservative.

Let’s take a look at a couple of examples.

Example 1 Determine if the following vector fields are conservative or not.
(@) F(x,y)= (x2 —yx)f +(y2 —xy)] [Solution]
(b) F (x,y)= (2xexy +x’ye? )f + (x3exy + 2y) J  [Solution]
Solution

Okay, there really isn’t too much to these. All we do is identify P and QO then take a couple of
derivatives and compare the results.

(a) Ijﬁ(x,y):(x2 —yx)f+(y2—xy)]

In this case here is P and Q and the appropriate partial derivatives.

P:xz—yx 8_P:_x
oy
0
0=y"-xy —Q=—y
Oox

So, since the two partial derivatives are not the same this vector field is NOT conservative.
[Return to Problems]
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—

(b) F(x,y) :(2xexy +x2yexy)f+(x3exy +2y)]

Here is P and Q as well as the appropriate derivatives.

oP
=2x"eY +x’e¥ +x’ye¥ =3x"e¥ + x’yeV

P=2xe" +x’ye? —
y

O=xe¢Y+2y P _ 3x°e? +x ye
x

The two partial derivatives are equal and so this is a conservative vector field.
[Return to Problems]

Now that we know how to identify if a two-dimensional vector field is conservative we need to
address how to find a potential function for the vector field. This is actually a fairly simple
process. First, let’s assume that the vector field is conservative and so we know that a potential

function, f (x, y) exists. We can then say that,

v Y5 piioioF
ox Oy

Or by setting components equal we have,

g:P and g=

ox oy Q

By integrating each of these with respect to the appropriate variable we can arrive at the
following two equations.

f(x,y)sz(x,y)dx or f(x,y):jQ(x,y)dy

We saw this kind of integral briefly at the end of the section on iterated integrals in the previous
chapter.

It is usually best to see how we use these two facts to find a potential function in an example or
two.
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Example 2 Determine if the following vector fields are conservative and find a potential
function for the vector field if it is conservative.

(a) F = (2x3y4 + x) i+ (2x4y3 + y)] [Solution]

(b) F (x,y)= (2xexy +x’ye? )f + (x3exy + 2y) J  [Solution]
Solution
(a) F = (2x3y4 +x)f+(2x4y3 +y)]'
Let’s first identify P and Q and then check that the vector field is conservative..

P=2x"y*+x a—P:8x3y3
oy

Q=2x4y3+y 8—Q=8x3y3
ox

So, the vector field is conservative. Now let’s find the potential function. From the first fact
above we know that,
o o

<L =2xy  +x - =2x'y +
o y Y yoty

From these we can see that
f(x,y)zj2x3y4+xdx or f(x,y):j2x4y3+ydy

We can use either of these to get the process started. Recall that we are going to have to be
careful with the “constant of integration” which ever integral we choose to use. For this example
let’s work with the first integral and so that means that we are asking what function did we
differentiate with respect to x to get the integrand. This means that the “constant of integration”
is going to have to be a function of y since any function consisting only of y and/or constants will
differentiate to zero when taking the partial derivative with respect to x.

Here is the first integral.

f(x,y):J.2x3y4 + xdx
=%x4y4 +%x2 +h(y)

where & ( y) is the “constant of integration”.

We now need to determine 4 ( y) . This is easier that it might at first appear to be. To get to this

point we’ve used the fact that we knew P, but we will also need to use the fact that we know QO to
complete the problem. Recall that Q is really the derivative of f'with respect to y. So, if we
differentiate our function with respect to y we know what it should be.

So, let’s differentiate f'(including the A ( y) ) with respect to y and set it equal to Q since that is

what the derivative is supposed to be.
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9 ,
§=2x4y3+h (y)=2x4y3+y=Q

From this we can see that,
W(y)=y
Notice that since A’ ( y) is a function only of y so if there are any x’s in the equation at this point

we will know that we’ve made a mistake. At this point finding 4 ( y) is simple.
, 1
h(y)=[#(y)dy=[ydy="y"+c

So, putting this all together we can see that a potential function for the vector field is,

| RV I
X,y)==xX"y +=x +=y +c
f(x») XY A Ay

Note that we can always check our work by verifying that Vf = F . Also note that because the ¢

can be anything there are an infinite number of possible potential functions, although they will
only vary by an additive constant.
[Return to Problems]

() F(x,y)= (2xe"y +xye"” )f +(x3exy + 2y)]'

Okay, this one will go a lot faster since we don’t need to go through as much explanation. We’ve
already verified that this vector field is conservative in the first set of examples so we won’t
bother redoing that.

Let’s start with the following,

of o

—-=2xe” +x’ye” =x’e” +2y
8)6 ay
This means that we can do either of the following integrals,
f(x,y)=J-2xexy+x2yexydx or f(X,y)=Ix3exy+2ydy

While we can do either of these the first integral would be somewhat unpleasant as we would
need to do integration by parts on each portion. On the other hand the second integral is fairly
simple since the second term only involves y’s and the first term can be done with the substitution
u =xy . So, from the second integral we get,

f(xy)=x€"+y" +h(x)

Notice that this time the “constant of integration” will be a function of x. If we differentiate this
with respect to x and set equal to P we get,

0
al=2xexy +x’ye” +1'(x)=2xe” +x’ye” = P
x

So, in this case it looks like,
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So, in this case the “constant of integration” really was a constant. Sometimes this will happen
and sometimes it won’t.

Here is the potential function for this vector field.
f(x,y) =xeV +y’ +¢
[Return to Problems]

Now, as noted above we don’t have a way (yet) of determining if a three-dimensional vector field
is conservative or not. However, if we are given that a three-dimensional vector field is
conservative finding a potential function is similar to the above process, although the work will
be a little more involved.

In this case we will use the fact that,
Vf = aff+g]'+afl§:Pf+Q]'+Rl§:F

ox oy o

Let’s take a quick look at an example.

Example 3 Find a potential function for the vector field,
F = 2xy° 2t +3x7 %2t j+AxPy s k

Solution

Okay, we’ll start off with the following equalities.
0 0 9
g =2xy°z" g =3x’y’z* g =4x’y’7
Ox oy oz

To get started we can integrate the first one with respect to x, the second one with respect to y, or
the third one with respect to z. Let’s integrate the first one with respect to x.

f(xp.2)= J.2xy3z4 dx=x"y’z* + g(y,2)

Note that this time the “constant of integration” will be a function of both y and z since
differentiating anything of that form with respect to x will differentiate to zero.

Now, we can differentiate this with respect to y and set it equal to 0. Doing this gives,
0
6i =3x°y’z  + g, (y,2)=3x"y’z" =0
y
Of course we’ll need to take the partial derivative of the constant of integration since it is a
function of two variables. It looks like we’ve now got the following,

g,(1.2)=0 = g(».2)=h(z)
Since differentiating g ( ¥, Z) with respect to y gives zero then g ( ¥, Z) could at most be a

function of z. This means that we now know the potential function must be in the following form.
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f(x, y,z) =x"y’z* +h(z)

To finish this out all we need to do is differentiate with respect to z and set the result equal to R.

Zi = 4x2y3z3 +h’(z) = 4x2y3z3 =R
z

So,

The potential function for this vector field is then,
f(x,y,z) = x2y324 +c

Note that to keep the work to a minimum we used a fairly simple potential function for this
example. It might have been possible to guess what the potential function was based simply on
the vector field. However, we should be careful to remember that this usually won’t be the case
and often this process is required.

Also, there were several other paths that we could have taken to find the potential function. Each
would have gotten us the same result.

Let’s work one more slightly (and only slightly) more complicated example.

Example 4 Find a potential function for the vector field,
F = (2xcos(y)—2z3)f+(3 +2ye” —x’ sin(y))] +(y2ez —6xzz)l;

Solution

Here are the equalities for this vector field.
o 3 o 2 9d _ 5 >
—=2xcos(y)-2z —=3+2ye” —x"sin —=y'e’ —6xz
. (») o y (») =V

For this example let’s integrate the third one with respect to z.
f(xy.z)= Iyzez —6xz’dz = y’e” —2xz° + g(x,y)

The “constant of integration” for this integration will be a function of both x and y.

Now, we can differentiate this with respect to x and set it equal to P. Doing this gives,
0
al =-2z"+g (x,y)=2xcos(y)-22" =P
X

So, it looks like we’ve now got the following,
g.(x,y)=2xcos(y) = g(x,y)=x"cos(y)+h(y)

The potential function for this problem is then,
f(x,p,z)=y"e" =2x2° +x* cos(y)+h(y)
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To finish this out all we need to do is differentiate with respect to y and set the result equal to Q.

lezyez _xz sin(y)+h'(y):3+2yez —)C2 sin(y)=Q
Y
So,

h'(y)=3 = h(y):3y+c

The potential function for this vector field is then,
f(x,p,z)=y"e" =2xz° +x’ cos(y)+3y+c

So, a little more complicated than the others and there are again many different paths that we
could have taken to get the answer.

We need to work one final example in this section.

Example 5 Evaluate jﬁ'-d 7 where F = (2x3y4 + x) i+ (2x4y3 + y)] and C is given by
C

F(t):(tcos(ﬂt)—l)f+sin(%tjj, 0<t<l.

Solution
Now, we could use the techniques we discussed when we first looked at line integrals of vector
fields however that would be particularly unpleasant solution.

Instead, let’s take advantage of the fact that we know from Example 2a above this vector field is
conservative and that a potential function for the vector field is,

I 4,4 1 5, 1,
XLy)==xy +=x"+=y +c
f(xy) XY A Ay

Using this we know that integral must be independent of path and so all we need to do is use the
theorem from the previous section to do the evaluation.

iﬁ-d? z.l.Vf-df =7 (7(1))- 7 (7(0))

where,

So, the integral is,
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Green’s Theorem

In this section we are going to investigate the relationship between certain kinds of line integrals
(on closed paths) and double integrals.

Let’s start off with a simple (recall that this means that it doesn’t cross itself) closed curve C and
let D be the region enclosed by the curve. Here is a sketch of such a curve and region.

“N

First, notice that because the curve is simple and closed there are no holes in the region D. Also
notice that a direction has been put on the curve. We will use the convention here that the curve
C has a positive orientation if it is traced out in a counter-clockwise direction. Another way to
think of a positive orientation (that will cover much more general curves as well see later) is that
as we traverse the path following the positive orientation the region D must always be on the left.

Given curves/regions such as this we have the following theorem.

Green’s Theorem

Let C be a positively oriented, piecewise smooth, simple, closed curve and let D be the region
enclosed by the curve. If P and Q have continuous first order partial derivatives on D then,

jpdx+Qdy=H(%—f—g—§JdA

Before working some examples there are some alternate notations that we need to acknowledge.
When working with a line integral in which the path satisfies the condition of Green’s Theorem
we will often denote the line integral as,

(j) Pdx + Qdy or (J(; Pdx + Qdy
C C
Both of these notations do assume that C satisfies the conditions of Green’s Theorem so be

careful in using them.

Also, sometimes the curve C is not thought of as a separate curve but instead as the boundary of
some region D and in these cases you may see C denoted as 0D .

Let’s work a couple of examples.
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Example 1 Use Green’s Theorem to evaluate (_]Sxy dx+ x>y’ dy where Cis the triangle with
C

vertices (0,0) , (1,0) , (1,2) with positive orientation.

Solution
Let’s first sketch C and D for this case to make sure that the conditions of Green’s Theorem are
met for C and will need the sketch of D to evaluate the double integral.

¥
Ik
F
y=2x
1L
F 3
0 | - 1 - 1 -
0. nz n4a Na 0z 1.

So, the curve does satisfy the conditions of Green’s Theorem and we can see that the following
inequalities will define the region enclosed.

0<x<l1 0<y<2x

We can identify P and Q from the line integral. Here they are.
P=xy 0=xy
So, using Green’s Theorem the line integral becomes,

Cﬁxydx+x2y3 dy=”2xy3 —xdA
D

C

1 X
:f J-z 2xy” —xdy dx
0 0

1 2x
[t
0 5 3% 3%

dx
= J-Ol 8x° —2x” dx

0
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Example 2 Evaluate Cﬁ ¥ dx—x dy where C is the positively oriented circle of radius 2
C
centered at the origin.
Solution
Okay, a circle will satisfy the conditions of Green’s Theorem since it is closed and simple and so

there really isn’t a reason to sketch it.

Let’s first identify P and Q from the line integral.
pP=y 0=-x’

Be careful with the minus sign on Q!

Now, using Green’s theorem on the line integral gives,
(JSy3 dx—x"dy = ﬂ—3x2 —3y%dA
C D

where D is a disk of radius 2 centered at the origin.

Since D is a disk it seems like the best way to do this integral is to use polar coordinates. Here is
the evaluation of the integral.

gﬁy3dx—x3dy:—3jj(x2+y2)dA
C D2
s

0
2711
:_J L

, 4

2
=3[ "4de
=-24r

”j:ﬁdrde

2

do

0

So, Green’s theorem, as stated, will not work on regions that have holes in them. However, many
regions do have holes in them. So, let’s see how we can deal with those kinds of regions.

Let’s start with the following region. Even though this region doesn’t have any holes in it the

arguments that we’re going to go through will be similar to those that we’d need for regions with
holes in them, except it will be a little easier to deal with and write down.
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&

The region D will be D, U D, and recall that the symbol U is called the union and means that
we’ll D consists of both D; and D,. The boundary of D, is C, U C; while the boundary of D, is

C,u (—C3) and notice that both of these boundaries are positively oriented. As we traverse

each boundary the corresponding region is always on the left. Finally, also note that we can think
of the whole boundary, C, as,

C=(CuG)u(C,u(-G))=C uC,

since both C; and —C; will “cancel” each other out.

Now, let’s start with the following double integral and use a basic property of double integrals to
break it up.

.[J(QX—P},)dAz ] (Qx—f’y)dA:J;Jl-(QX—P))dA+J;J;(QX—P))dA

D,uD,

Next, use Green’s theorem on each of these and again use the fact that we can break up line
integrals into separate line integrals for each portion of the boundary.

J;)[(Qx—P,)dA:£!(QX—P})dA+J;J2-(QX—P))dA

= Cﬁ Pdx + Qdy + (JS Pdx + Qdy

GG Gu(-G5)
:(j)de+Qdy+(ﬁde+Qdy+(ﬁde+Qdy+ gﬁ Pdx + Qdy
q G, fo

_C3

Next, we’ll use the fact that,
<J.> Pdx + Qdy = —<J.> Pdx + Qdy

- C3 C3

Recall that changing the orientation of a curve with line integrals with respect to x and/or y will
simply change the sign on the integral. Using this fact we get,
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([(0.~P)da = Pdx+Qdy-+§ Pdx+Ody + Pdx + Ody —§ P + Oy

D G G C, G

= qSdeJererq;)deJery
G C,

Finally, put the line integrals back together and we get,
H(Qx ~P,)dA :gSde+Qdy+gSde+Qdy
D

q c,
= q; Pdx + Qdy
G oG,
= (JS Pdx + Qdy
C

So, what did we learn from this? If you think about it this was just a lot of work and all we got
out of it was the result from Green’s Theorem which we already knew to be true. What this
exercise has shown us is that if we break a region up as we did above then the portion of the line
integral on the pieces of the curve that are in the middle of the region (each of which are in the
opposite direction) will cancel out. This idea will help us in dealing with regions that have holes
in them.

To see this let’s look at a ring.

Notice that both of the curves are oriented positively since the region D is on the left side as we
traverse the curve in the indicated direction. Note as well that the curve C, seems to violate the
original definition of positive orientation. We originally said that a curve had a positive
orientation if it was traversed in a counter-clockwise direction. However, this was only for
regions that do not have holes. For the boundary of the hole this definition won’t work and we
need to resort to the second definition that we gave above.
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Now, since this region has a hole in it we will apparently not be able to use Green’s Theorem on
any line integral with the curve C = C, U C, . However, if we cut the disk in half and rename all

the various portions of the curves we get the following sketch.

The boundary of the upper portion (D,)of the disk is C; U C, U C, U C, and the boundary on the
lower portion (D;)of the disk is C; UC, u(—C5 ) u(—C6 ) . Also notice that we can use Green’s

Theorem on each of these new regions since they don’t have any holes in them. This means that
we can do the following,

J;;[(QX—P))dA:.[)Jl-(QX—P))dA+J;J;(Qx—P))dA

= gﬁ Pdx + Qdy + gﬁ Pdx + Qdy

CuC, UCs UG, C3UC,U(=C5)u(-Cs)

Now, we can break up the line integrals into line integrals on each piece of the boundary. Also
recall from the work above that boundaries that have the same curve, but opposite direction will
cancel. Doing this gives,

ij(Qx—g)dAzg(Qx_g)dmg(Qx_py)dA

:q;de+Qdy+q->de+Qdy+q->de+Qdy+<]5de+Qdy

G C, G Cy

But at this point we can add the line integrals back up as follows,

H(QX—P},)dAz 95 Pdx + Qdy

CuC,uCuC,

= SBde + Qdy
C
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The end result of all of this is that we could have just used Green’s Theorem on the disk from the
start even though there is a hole in it. This will be true in general for regions that have holes in
them.

Let’s take a look at an example.

Example 3 Evaluate 4) ¥ dx—x> dy where C are the two circles of radius 2 and radius 1

C
centered at the origin with positive orientation.
Solution
Notice that this is the same line integral as we looked at in the second example and only the curve
has changed. In this case the region D will now be the region between these two circles and that
will only change the limits in the double integral so we’ll not put in some of the details here.
Here is the work for this integral.

4))/3 dx—x’ dy =—3J-J.(x2 +y2)dA
C

D
2z
=3[ " ["rarao
0 1
2

T 2
= —3J lr4
, 4

2r
= —3j Ed@
4

0

do

1

We will close out this section with an interesting application of Green’s Theorem. Recall that we
can determine the area of a region D with the following double integral.

A:gM

Let’s think of this double integral as the result of using Green’s Theorem. In other words, let’s
assume that

0.-P =1
and see if we can get some functions P and Q that will satisfy this.

There are many functions that will satisfy this. Here are some of the more common functions.
i \

z po_Y

P=0 P==y 2
| |

=x| 0=0 | x

Then, if we use Green’s Theorem in reverse we see that the area of the region D can also be
computed by evaluating any of the following line integrals.

© 2007 Paul Dawkins 242 http://tutorial.math.lamar.edu/terms.aspx



http://tutorial.math.lamar.edu/terms.aspx

Calculus IIT

A:(ﬁxdy:—ggydx:%qc-)xdy—ydx

C C

where C is the boundary of the region D.

Let’s take a quick look at an example of this.

Example 4 Use Green’s Theorem to find the area of a disk of radius a.

Solution
We can use either of the integrals above, but the third one is probably the easiest. So,

1
A:E?xdy—ydx

where C is the circle of radius a. So, to do this we’ll need a parameterization of C. This is,
X =acost y=asint 0<t<2n

The area is then,

1
A:ch-)xdy—ydx

= %(J.:ﬂ acost(acost)dt - J-Ozﬂ asint(—asint) dt)

1 p2n .
:—J. a’ cos’ t+a’sin’ t dt
2 Jo

1 2z
=— a’dt

2 Jo

2
=7a
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Curl and Divergence

In this section we are going to introduce a couple of new concepts, the curl and the divergence of
a vector.

Let’s start with the curl. Given the vector field F = Pi + Oj+R k the curl is defined to be,

curl F =(R,-Q.)i +(P.—R,)j+(Q, - P,)k

There is another (potentially) easier definition of the curl of a vector field. We use it we will first
need to define the V operator. This is defined to be,

v=27,95.9¢

We use this as if it’s a function in the following manner.
o - of - of
Vf = g i+ g .9 k
ox oy 0z
So, whatever function is listed after the V is substituted into the partial derivatives. Note as well
that when we look at it in this light we simply get the gradient vector.

Using the V we can define the curl as the following cross product,

k
— _ 0
curl F =VxF = —
oz
R

v Qo
Q Q| ~u

We have a couple of nice facts that use the curl of a vector field.

Facts

1. If f (x, v, Z) has continuous second order partial derivatives then curl(Vf ) =0. Thisis

easy enough to check by plugging into the definition of the derivative so we’ll leave it to you
to check.

2. If F is a conservative vector field then Curlﬁ' = 6 This is a direct result of what it means
to be a conservative vector field and the previous fact.

3. If F is defined on all of R whose components have continuous first order partial derivative

and curl F =0 then F is a conservative vector field. This is not so casy to verify and so we
won’t try.
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Example 1 Determine if F =x* yi+xyz j —x*y* k is a conservative vector field.

Solution
So all that we need to do is compute the curl and see if we get the zero vector or not.
i k
curl F = 9 o 29
ox Oy 0z

Xy xyz —x’y’
:—2x2yz7+yzlz—(—2xy2 ])—xy?—leg
:—(2x2y+xy)f+2xy2]+(yz—x2)l€

=0

So, the curl isn’t the zero vector and so this vector field is not conservative.

Next we should talk about a physical interpretation of the curl. Suppose that F is the velocity
field of a flowing fluid. Then curl F represents the tendency of particles at the point (x, ¥, Z) to

rotate about the axis that points in the direction of curl F . If curl F =0 then the fluid is called
irrotational.

Let’s now talk about the second new concept in this section. Given the vector field
F=Pi+ QO +Rk the divergence is defined to be,

=l G O
ox Oy Oz

There is also a definition of the divergence in terms of the V operator. The divergence can be
defined in terms of the following dot product.

divF =VeF

Example 2 Compute divF for F =x>yi +xyz | —x*y*k

Solution
There really isn’t much to do here other than compute the divergence.

divF :g(xzy)+%(xyz)+§(—x2y2) =2xy+xz

We also have the following fact about the relationship between the curl and the divergence.

div(curlﬁ) =0
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Example 3 Verify the above fact for the vector field F = yz° [ +xy | + yz k.

Solution
Let’s first compute the curl.

ik

curl F = i ﬁ 2
ox oy 0Oz

yz* xy vz

= zf+2yzj+yl€—221€
= zz?+2yz]'+(y—zz)l€
Now compute the divergence of this.

div curl F) =§(z)+%(2yz)+§(y_zz) 2222220
X z

We also have a physical interpretation of the divergence. If we again think of F asthe velocity
field of a flowing fluid then divF represents the net rate of change of the mass of the fluid
flowing from the point (x, ¥, Z) per unit volume. This can also be thought of as the tendency of

a fluid to diverge from a point. If divF =0 then the F is called incompressible.

The next topic that we want to briefly mention is the Laplace operator. Let’s first take a look at,
div(Vf)=VeVf = f + f,, + /.
The Laplace operator is then defined as,
Vi=V.
The Laplace operator arises naturally in many fields including heat transfer and fluid flow.

The final topic in this section is to give two vector forms of Green’s Theorem. The first form
uses the curl of the vector field and is,

cJSF“-dF :ﬂ(curlﬁ)-/édA
D

C

where £ is the standard unit vector in the positive z direction.

The second form uses the divergence. In this case we also need the outward unit normal to the
curve C. If the curve is parameterized by

F(t)=x(t)i+y(t)]
then the outward unit normal is given by,

_ y’(t) 7 x’(t) ki
A0 a0

Here is a sketch illustrating the outward unit normal for some curve C at various points.
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The vector form of Green’s Theorem that uses the divergence is given by,

gSﬁ-ﬁds =jjdivﬁdA
C D
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Surface Integrals

Introduction

In the previous chapter we looked at evaluating integrals of functions or vector fields where the
points came from a curve in two- or three-dimensional space. We now want to extend this idea
and integrate functions and vector fields where the points come from a surface in three-
dimensional space. These integrals are called surface integrals.

Here is a list of the topics covered in this chapter.

Parametric Surfaces — In this section we will take a look at the basics of representing a surface
with parametric equations. We will also take a look at a couple of applications.

Surface Integrals — Here we will introduce the topic of surface integrals. We will be working
with surface integrals of functions in this section.

Surface Integrals of Vector Fields — We will look at surface integrals of vector fields in this
section.

Stokes’ Theorem — We will look at Stokes’ Theorem in this section.

Divergence Theorem — Here we will take a look at the Divergence Theorem.
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Parametric Surfaces

Before we get into surface integrals we first need to talk about how to parameterize a surface.
When we parameterized a curve we took values of ¢ from some interval [a, b] and plugged them
into

F()=x(t)i +y(t)j+z(t)k

and the resulting set of vectors will be the position vectors for the points on the curve.

With surfaces we’ll do something similar. We will take points, (u, v) , out of some two-
dimensional space D and plug them into

F(u,v) = x(u,v)f+y(u,v)]’+z(u,v)l€
and the resulting set of vectors will be the position vectors for the points on the surface S that we

are trying to parameterize. This is often called the parametric representation of the parametric
surface S.

We will sometimes need to write the parametric equations for a surface. There are really
nothing more than the components of the parametric representation explicitly written down.

xzx(u,v) y=y(u,V) Z:Z(”a")

Example 1 Determine the surface given by the parametric representation
F(u,v)=ui +ucosvj+usinvk

Solution

Let’s first write down the parametric equations.

X=u Y =ucosv z=usinvy

Now if we square y and z and then add them together we get,

Y +z° =u’cos’ v+u’sin® v =u’ (cos2 v+sin’ v) =u’ =x

So, we were able to eliminate the parameters and the equation in x, y, and z is given by,
xP=y* 47

From the Quadric Surfaces section notes we can see that this is a cone that opens along the x-axis.

We are much more likely to need to be able to write down the parametric equations of a surface
than identify the surface from the parametric representation so let’s take a look at some examples
of this.

Example 2 Give parametric representations for each of the following surfaces.
(a) The elliptic paraboloid x =5y” +22z° =10 . [Solution]
(b) The elliptic paraboloid x = 5y +2z> —10 that is in front of the yz-plane.
[Solution]
(¢) The sphere x* +y* +z> =30. [Solution]
(d) The cylinder y* +z> =25. [Solution]
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Solution
(a) The elliptic paraboloid x =5y” +2z> -10.

This one is probably the easiest one of the four to see how to do. Since the surface is in the form
x=f ( V, Z) we can quickly write down a set of parametric equations as follows,

x=5y"+2z"-10 y=y z=z

The last two equations are just there to acknowledge that we can choose y and z to be anything we
want them to be. The parametric representation is then,

F(y.2)=(5y"+22"-10)i + y j+zk

[Return to Problems]

(b) The elliptic paraboloid x = 5)° +2z° —10 that is in front of the yz-plane.

This is really a restriction on the previous parametric representation. The parametric
representation stays the same.

F(y.2)=(5y"+22"-10)i + y j+zk

However, since we only want the surface that lies in front of the yz-plane we also need to require
that x > 0. This is equivalent to requiring,

5y°+22°-10>0 or 5y°+22°>10

[Return to Problems]

(¢) The sphere x° + y° +z° =30.

This one can be a little tricky until you see how to do it. In spherical coordinates we know that
the equation of a sphere of radius a is given by,
p=a
and so the equation of this sphere (in spherical coordinates) is p = \/% . Now, we also have the
following conversion formulas for converting Cartesian coordinates into spherical coordinates.
X =psingcosO y = psin@sinf Z=pCcosQ

However, we know what p is for our sphere and so if we plug this into these conversion

formulas we will arrive at a parametric representation for the sphere. Therefore, the parametric
representation is,

F(Q,(p):\/3_Osin<pcos6f+x/%sin(psin6]+\/%cosq)1€

All we need to do now is come up with some restriction on the variables. First we know that we
have the following restriction.

0<p<n
This is enforced upon us by choosing to use spherical coordinates. Also, to make sure that we
only trace out the sphere once we will also have the following restriction.

0<60<2r

[Return to Problems]
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(d) The cylinder y* +z> =25.

As with the last one this can be tricky until you see how to do it. In this case it makes some sense
to use cylindrical coordinates since they can be easily used to write down the equation of a
cylinder.

In cylindrical coordinates the equation of a cylinder of radius « is given by
r=a
and so the equation of the cylinder in this problemis =35 .

Next, we have the following conversion formulas.

X=X y=rsin6 z=rcos0
Notice that they are slightly different from those that we are used to seeing. We needed to change
them up here since the cylinder was centered upon the x-axis.

Finally, we know what r is so we can easily write down a parametric representation for this
cylinder.

7(x,0)=xi +5sin0 j+5cos0 k

We will also need the restriction 0 <0 <27 to make sure that we don’t retrace any portion of
the cylinder. Since we haven’t put any restrictions on the “height” of the cylinder there won’t be

any restriction on x.
[Return to Problems]

In the first part of this example we used the fact that the function was in the form x = f ( Vv, Z) to

quickly write down a parametric representation. This can always be done for functions that are in
this basic form.

—

sz(x,y) = (x,y)zxf+y]'+f(x,y)k
xzf(y,z) = (x,y)zf(y,z)7+yj+zl€
y=f(xz) = F(x,y):xf+f(x,z)j+zl€

~N|

N

Okay, now that we have practice writing down some parametric representations for some surfaces
let’s take a quick look at a couple of applications.

Let’s take a look at finding the tangent plane to the parametric surface S given by,
77(u,v) = x(u,v)f+y(u,v)j+z(u,v)k

First, define

—

7, (u,v) :S—i(u,v)f+%(u,v)j+2—z(u,v)k

ﬁ(u,v) :%(u,v)5+%(u,v)j+%(u,v)lg
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Now, provided 7, X7, # 0 it can be shown that the vector 7, x 7, will be orthogonal to the surface

S. This means that it can be used for the normal vector that we need in order to write down the
equation of a tangent plane. This is an important idea that will be used many times throughout
the next couple of sections.

Let’s take a look at an example.

Example 3 Find the equation of the tangent plane to the surface given by
F(u,v) =uf+2v2j+(u2 +v)/€

at the point (2, 2, 3) .

Solution
Let’s first compute 7, x 7, . Here are the two individual vectors.

Zl(u,v):f+2u/€ a(u,v):4v]+l€

Now the cross product (which will give us the normal vector 7)) is,
i ]k
=7 xi =1 0 2u|=-8uwi-j+dvk
0 4v 1

Now, this is all fine, but in order to use it we will need to determine the value of u and v that will
give us the point in question. We can easily do this by setting the individual components of the
parametric representation equal to the coordinates of the point in question. Doing this gives,

2=u = u=2
2=2" = y=1%l1
3=u’+v

Now, as shown, we have the value of u, but there are two possible values of v. To determine the
correct value of v let’s plug u into the third equation and solve for v. This should tell us what the
correct value is.

3=4+v = v=-1

Okay so we now know that we’ll be at the point in question when u =2 and v=—1. At this
point the normal vector is,

i=16i — -4k
The tangent plane is then,
16(x-2)—(y—2)-4(z-3)=0
lox—y—4z=18

You do remember how to write down the equation of a plane, right?

The second application that we want to take a quick look at is the surface area of the parametric
surface S given by,
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—

F(M,v)=x(u,v)f+y(u,v)j+z(u,v)k

and as we will see it again comes down to needing the vector 7, X7 .

So, provided S is traced out exactly once as (u, v) ranges over the points in D the surface area of

S is given by,

A=ijllaxalldz4

Let’s take a look at an example.

Example 4 Find the surface area of the portion of the sphere of radius 4 that lies inside the
cylinder x* + »* =12 and above the xy-plane.

Solution

Okay we’ve got a couple of things to do here. First we need the parameterization of the sphere.
We parameterized a sphere earlier in this section so there isn’t too much to do at this point. Here
is the parameterization.

7(0,0)=4singcos07 +4sinsin0 j +4cospk

Next we need to determine D. Since we are not restricting how far around the z-axis we are
rotating with the sphere we can take the following range for 0.
0<6<2r

Now, we need to determine a range for ¢ . This will take a little work, although it’s not too bad.
First, let’s start with the equation of the sphere.

x> +y*+z° =16
Now, if we substitute the equation for the cylinder into this equation we can find the value of z
where the sphere and the cylinder intersect.

X +y +z°=16
12+z°=16
z22=4 = z=12

Now, since we also specified that we only want the portion of the sphere that lies above the xy-
plane we know that we need z=2. We also know that p =4 . Plugging this into the following

conversion formula we get,
zZ=pCcosQ

2=4cos@
1
CoOsQ =— = =—
¢ 5 ¢
So, it looks like the range of ¢ will be,

0<¢o

IA
w3
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Finally, we need to determine 7, x7;, . Here are the two individual vectors.
7, (0,¢) =—4singsinOi +4singcoso j
7 (0,0)= 4cos@cosOi +4cospsing j—4singk

Now let’s take the cross product.

i ji k

Y

xr, =|—-4sin@sin® 4singcost 0

4cospcosO 4cospsin® —4sing
=—16sin> @ cosOi —16sing cospsin’ 0 k —16sin® psind j —16sin g cos @ cos> O k
:—16sin2(pcost9f—16sin2(psin9]—16sin(pc05(p(sin20+c0s20)1€
=—16sin’ @ cosOi —16sin> psinO j —16singcosp k

We now need the magnitude of this,

HFG x ?(’p” = \/256 sin* ¢ cos> @ +256sin” psin® O +256sin”> @ cos” @

= \/256 sin* ¢ (cos2 0 +sin’ 0) +256sin° @ cos’ @

= \/256 sin’ (p(sin2 ¢ +cos’ (p)
=164/sin’ @

=16|sin(p|

=16sin¢@

We can drop the absolute value bars in the sine because sine is positive in the range of ¢ that we
are working with.

We can finally get the surface area.
A :H16sin(pdA
D
:Iznj%msin(pd(pdé
0 0
2z /3
:J.O —16COS(p|O/ do

2
=| 8dO
0
=l6r
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Surface Integrals

It is now time to think about integrating functions over some surface, S, in three-dimensional
space. Let’s start off with a sketch of the surface S since the notation can get a little confusing
once we get into it. Here is a sketch of some surface S.

-y

The region S will lie above (in this case) some region D that lies in the xy-plane. We used a
rectangle here, but it doesn’t have to be of course. Also note that we could just as easily looked at
a surface S that was in front of some region D in the yz-plane or the xz-plane. Do not get so
locked into the xy-plane that you can’t do problems that have regions in the other two planes.

Now, how we evaluate the surface integral will depend upon how the surface is given to us.
There are essentially two separate methods here, although as we will see they are really the same.

First, let’s look at the surface integral in which the surface S'is givenby z=g (x, y) . In this

case the surface integral is,

Lff(xaw)d5= f(xy.g(xy)) (Z—ij2+[g—ijz+ldz4

Now, we need to be careful here as both of these look like standard double integrals. In fact the
integral on the right is a standard double integral. The integral on the left however is a surface
integral. The way to tell them apart is by looking at the differentials. The surface integral will
have a dS while the standard double integral will have a dA4.

In order to evaluate a surface integral we will substitute the equation of the surface in for z in the

integrand and then add on the often messy square root. After that the integral is a standard double
integral and by this point we should be able to deal with that.
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Note as well that there are similar formulas for surfaces givenby y =g (x, Z) (with D in the xz-

plane) and x=g ( ¥, Z) (with D in the yz-plane). We will see one of these formulas in the

examples and we’ll leave the other to you to write down.

The second method for evaluating a surface integral is for those surfaces that are given by the
parameterization,

?(u,v):x(u,v)f+y(u,v)]+z(u,v)k

In these cases the surface integral is,

jsjf(x,y,z)ds=ijf(f(u,v))||fuva||dA

where D is the range of the parameters that trace out the surface S.

Before we work some examples let’s notice that since we can parameterize a surface given by
z= g(x, y) as,

F(x,y) =Xi +Yj +g(x,y)k
we can always use this form for these kinds of surfaces as well. In fact it can be shown that,

FoXT H:\/(a—g)z +(8—g]2 +1
Y ox oy

for these kinds of surfaces. You might want to verify this for the practice of computing these
cross products.

Let’s work some examples.

Example 1 Evaluate ﬂ 6xy dS where S is the portion of the plane x+ y+2z =1 that lies in
N
front of the yz-plane.

Solution
Okay, since we are looking for the portion of the plane that lies in front of the yz-plane we are

going to need to write the equation of the surface in the form x =g ( ¥, Z) . This is easy enough
to do.

x=l-y-z
Next we need to determine just what D is. Here is a sketch of the surface S.
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1x

Here is a sketch of the region D.

0.z
0.4
04

0z

|:|. 1 1 1 1 }'I
0. 0z 0.4 0.4 0z 1.

Notice that the axes are labeled differently than we are used to seeing in the sketch of D. This
was to keep the sketch consistent with the sketch of the surface. We arrived at the equation of the
hypotenuse by setting x equal to zero in the equation of the plane and solving for z. Here are the
ranges for y and z.

Now, because the surface is not in the form z =g (x, y) we can’t use the formula above.

However, as noted above we can modify this formula to get one that will work for us. Here it is,

J;If(x,y,z)dS—JJf(g(y,z),y,z)\/H(Z—iJz +(Z_§j2 dd

D
The changes made to the formula should be the somewhat obvious changes. So, let’s do the

integral.
[[6xyds = [[6(1—y—z) y1+(~1) +(-1)" da
s D
Notice that we plugged in the equation of the plane for the x in the integrand. At this point we’ve
got a fairly simple double integral to do. Here is that work.
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H6xde=\/§ﬂ6(y—y2—zy)dA
S D
141z
:6J§f [yt —zydzay
0v0
1 1 -y
:6\/§J (yz—zyz—azzyj dy
0
—6\/§Jll ila
02y y 2)’ 'y

—6\/_( y’ ——y ly“j

B
4

8

0

Example 2 Evaluate H zdS where S is the upper half of a sphere of radius 2.
N

Solution
We gave the parameterization of a sphere in the previous section. Here is the parameterization
for this sphere.

7(0,9)=2sinpcosOi +2singsin® j +2cospk

Since we are working on the upper half of the sphere here are the limits on the parameters.

0<0<2n OS(pS%

Next, we need to determine 7, X7, . Here are the two individual vectors.
7, (0,9)=-2singsinOi +2singcos0 j
7, (0,9)=2cospcosOi +2cospsind j —2singk

Now let’s take the cross product.
i J k
Ty X7, =|-2sin@sin® 2sin¢gcosO 0
2cospcosf 2cos@sin® —-2sing
= —4sin’ pcosOi —4singcospsin® 0 k —4sin> @sin6 | —4sing cosp cos® 0 k
= —4sin’* @ cosOi —4sin’ (psinéj—4sin(pCOS(p(sin2 0 +cos’ 9)1?

:—4sin2(pcoséf—4sin2(psin63—4sin(pcosq)l€

Finally, we need the magnitude of this,
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HFQ x;fp” = \/16sin4 @cos’ 0 +16sin* psin® O +16sin” @ cos’ @

= \/16sin4 (p(cos2 0 +sin’ 6)+16sin2 ¢ Ccos” @

= \/16sin2 (p(sin2 ¢ +cos’ (p)
=44/sin’ @

:4|sin(p|

=4sin¢@

We can drop the absolute value bars in the sine because sine is positive in the range of ¢ that we
are working with. The surface integral is then,

szS:H2cosqo(4sin(p)dA

Don’t forget that we need to plug in for x, y and/or z in these as well, although in this case we just
needed to plug in z. Here is the evaluation for the double integral.

gz‘{s:fohff“sin(%)dcod@

= jozn (—2 cos(2(p))‘§ do
— (" 4a6
0

=8

Example 3 Evaluate H ydS where S is the portion of the cylinder x* + > =3 that lies
N
between z=0 and z=6.

Solution
We parameterized up a cylinder in the previous section. Here is the parameterization of this
cylinder.

F(z,Q)zﬁc050f+\/§sin9]+zI€
The ranges of the parameters are,
0<z<6 0<60<L2r

Now we need 7. X7, . Here are the two vectors.
7.(z,0) =k
7, (2,0)=—/35in07 +3cos6 j

Here is the cross product.
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i J k

7oXFy = 0 0 1
—3sin® ~Bcosd 0
=—3cos07 —/3sin6 j

The magnitude of this vector is,

|7 %7, | = v/3cos? 6 +3sin>6 =3

The surface integral is then,
[[yas=[[V3sin0(+3)da
s D
=3[ ["sin0 dzdo
27
=3[ "6sin0.d0

= (—180050)‘?
=0

Example 4 Evaluate ﬂ y+2zdS where S is the surface whose side is the cylinder x° +y*> =3,
N

whose bottom is the disk x> + y*> <3 in the xy-plane and whose top is the plane z=4—y .

Solution

There is a lot of information that we need to keep track of here. First, we are using pretty much
the same surface (the integrand is different however) as the previous example. However, unlike
the previous example we are putting a top and bottom on the surface this time. Let’s first start out
with a sketch of the surface.
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rd
5% iz the bottom of the cylinder

Actually we need to be careful here. There is more to this sketch than the actual surface itself.
We’re going to let S, be the portion of the cylinder that goes from the xy-plane to the plane. In
other words, the top of the cylinder will be at an angle. We’ll call the portion of the plane that
lies inside (i.e. the cap on the cylinder) S, . Finally, the bottom of the cylinder (not shown here)

is the disk of radius \/5 in the xy-plane and is denoted by S, .
In order to do this integral we’ll need to note that just like the standard double integral, if the

surface is split up into pieces we can also split up the surface integral. So, for our example we
will have,

”y+zdS=jjy+zdS+jjy+zdS+jjy+zdS
N S, S, S5

We’re going to need to do three integrals here. However, we’ve done most of the work for the
first one in the previous example so let’s start with that.

S, : The Cylinder

The parameterization of the cylinder and ||17Z X1, || is,

7(2,0)=3cosO7 +~3sin@ j +zk |7 %7 =3

The difference between this problem and the previous one is the limits on the parameters. Here
they are.
0<6<2n

0<z<4-y=4-+/3sin0
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The upper limit for the z’s is the plane so we can just plug that in. However, since we are on the
cylinder we know what y is from the parameterization so we will also need to plug that in.

Here is the integral for the cylinder.

£ljy+zdszg(ﬁsin9+z)(\/§)dA

=J§j02” I:_ﬁSineﬁsin9+zdzd9
=\/gj'h\/gsinf)(4—\/§sin9)+l(4—\/§sin9)2 do

0 2
:ﬁj:”s—%sinzade

- \/g.[02ﬂ8—%(1—cos(26))d6

= ﬁ(%e +§sin(20)j
_ 2937

2

0

S, : Plane on Top of the Cylinder

In this case we don’t need to do any parameterization since it is set up to use the formula that we
gave at the start of this section. Remember that the plane is given by z=4—y. Also note that,

for this surface, D is the disk of radius \/5 centered at the origin.

Here is the integral for the plane.

[[y+zds=[[(y+4-2)y(0) +(-1) +1da
=2([4d4

Don’t forget that we need to plug in for z! Now at this point we can proceed in one of two ways.

Either we can proceed with the integral or we can recall that ﬂ dA is nothing more than the area
D

of D and we know that D is the disk of radius \/5 and so there is no reason to do the integral.

Here is the remainder of the work for this problem.
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[[y+zds=4v2([ a4

:m(n(ﬁ)z)
=122~

S, : Bottom of the Cylinder

Again, this is set up to use the initial formula we gave in this section once we realize that the
equation for the bottom is given by g (x, y) =0 and D is the disk of radius \/5 centered at the

origin. Also, don’t forget to plug in for z.

Here is the work for this integral.

[JyﬂdS =fDI(y+0)J(0)2 +(0)" +(1)" d4
ffru
=f:”jfr2sm9drd9

2 1 \/g
= J (— 7 sin 6)
3

0

- j:” J3sin6 do

do

0

2r
=—/3cosO
0

=0

We can now get the value of the integral that we are after.

HerzdS:ﬂy+zd5+ﬂy+zd5+ﬂy+zdb’
N S, S, S5

+122 740

29\/5 s
2

=2 (29V3+2442)
2
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Surface Integrals of Vector Fields

Just as we did with line integrals we now need to move on to surface integrals of vector fields.
Recall that in line integrals the orientation of the curve we were integrating along could change
the answer. The same thing will hold true with surface integrals. So, before we really get into
doing surface integrals of vector fields we first need to introduce the idea of an oriented surface.

Let’s start off with a surface that has two sides (while this may seem strange, recall that the
Mobius Strip is a surface that only has one side!) that has a tangent plane at every point (except
possibly along the boundary). Making this assumption means that every point will have two unit

normal vectors, 7, and 71, = —#,. This means that every surface will have two sets of normal

vectors. The set that we choose will give the surface an orientation.

There is one convention that we will make in regards to certain kinds of oriented surfaces. First
we need to define a closed surface. A surface S is closed if it is the boundary of some solid
region E. A good example of a closed surface is the surface of a sphere. We say that the closed
surface S has a positive orientation if we choose the set of unit normal vectors that point outward
from the region £ while the negative orientation will be the set of unit normal vectors that point
in towards the region E.

Note that this convention is only used for closed surfaces.

In order to work with surface integrals of vector fields we will need to be able to write down a
formula for the unit normal vector corresponding to the orientation that we’ve chosen to work
with. We have two ways of doing this depending on how the surface has been given to us.

First, let’s suppose that the function is givenby z=g (x, y) . In this case we first define a new
function,

f(x,y,z) = z—g(x,y)
In terms of our new function the surface is then given by the equation f (x, y, Z) =0. Now,

recall that V£~ will be orthogonal (or normal) to the surface given by f (x, ¥, Z) =0. This

means that we have a normal vector to the surface. The only potential problem is that it might not
be a unit normal vector. That isn’t a problem since we also know that we can turn any vector into
a unit vector by dividing the vector by its length. In or case this is,

N

In this case it will be convenient to actually compute the gradient vector and plug this into the
formula for the normal vector. Doing this gives,

—

Vf  -g.i-g,j+k

U fey+(e,) +1

Now, from a notational standpoint this might not have been so convenient, but it does allow us to
make a couple of additional comments.

ﬁ:|
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First, notice that the component of the normal vector in the z-direction (identified by the k inthe
normal vector) is always positive and so this normal vector will generally point upwards. It may
not point directly up, but it will have an upwards component to it.

This will be important when we are working with a closed surface and we want the positive
orientation. If we know that we can then look at the normal vector and determine if the
“positive” orientation should point upwards or downwards. Remember that the “positive”
orientation must point out of the region and this may mean downwards in places. Of course if it
turns out that we need the downward orientation we can always take the negative of this unit
vector and we’ll get the one that we need. Again, remember that we always have that option
when choosing the unit normal vector.

Before we move onto the second method of giving the surface we should point out that we only
did this for surfaces in the form z =g (x, y) . We could just as easily done the above work for

surfaces in the form y = g(x,z) (so f(x,y,z) =y —g(x,z)) or for surfaces in the form
x=g(».z) o f(x,3,2)=x-g(1.2)).

Now, we need to discuss how to find the unit normal vector if the surface is given parametrically
as,

?(u,v):x(u,v)f+y(u,v)j+z(u,v)1€

In this case recall that the vector 7, x 7, will be normal to the tangent plane at a particular point.

But if the vector is normal to the tangent plane at a point then it will also be normal to the surface
at that point. So, this is a normal vector. In order to guarantee that it is a unit normal vector we
will also need to divide it by its magnitude.

So, in the case of parametric surfaces one of the unit normal vectors will be,
= h X1,
L X,

As with the first case we will need to look at this once it’s computed and determine if it points in
the correct direction or not. If it doesn’t then we can always take the negative of this vector and
that will point in the correct direction.

Finally, remember that we can always parameterize any surface givenby z=g (x, y) (or

y=g (x, Z) orx=g ( ¥, Z)) easily enough and so if we want to we can always use the

parameterization formula to find the unit normal vector.

Okay, now that we’ve looked at oriented surfaces and their associated unit normal vectors we can
actually give a formula for evaluating surface integrals of vector fields.

Given a vector field F with unit normal vector 7 then the surface integral of F over the surface
S is given by,

Ijﬁ-dﬁzj;jﬁ-ﬁdS

N
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where the right hand integral is a standard surface integral. This is sometimes called the flux of

F across S.

Before we work any examples let’s notice that we can substitute in for the unit normal vector to
get a somewhat easier formula to use. We will need to be careful with each of the following
formulas however as each will assume a certain orientation and we may have to change the
normal vector to match the given orientation.

Let’s first start by assuming that the surface is givenby z=g (x, y) . In this case let’s also

assume that the vector field is given by F=Pi+ Q] + Rk and that the orientation that we are

after is the “upwards” orientation. Under all of these assumptions the surface integral of F over
S'is,

HF-d§=HF“-ﬁdS
S S

) +(e,) 1

(P?+Qj+Rl€)-(—gj—gyj+l€)dA

_ J(PZT-FQ]-}‘RE)' _gx;_gyj‘f‘k \/(gx)z-l-(gy)z—}—ldA
D

-Pg.—0g, +RdA

[P I P—

Now, remember that this assumed the “upward” orientation. If we’d needed the “downward”
orientation then we would need to change the signs on the normal vector. This would in turn
change the signs on the integrand as well. So, we really need to be careful here when using this
formula. In general it is best to rederive this formula as you need it.

When we’ve been given a surface that is not in parametric form there are in fact 6 possible
integrals here. Two for each form of the surface z = g(x, y) , V= g(x, Z) and x=g (y, Z) .

Given each form of the surface there will be two possible unit normal vectors and we’ll need to
choose the correct one to match the given orientation of the surface. However, the derivation of
each formula is similar to that given here and so shouldn’t be too bad to do as you need to.

Notice as well that because we are using the unit normal vector the messy square root will always
drop out. This means that when we do need to derive the formula we won’t really need to put this
in. All we’ll need to work with is the numerator of the unit vector. We will see at least one more
of these derived in the examples below. It should also be noted that the square root is nothing

more than,
V&) +(e,) +1=]

so in the following work we will probably just use this notation in place of the square root when
we can to make things a little simpler.
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Let’s now take a quick look at the formula for the surface integral when the surface is given
parametrically by 7 (u,v) . In this case the surface integral is,

Hﬁ-dE:ﬂﬁ-ﬁdS
S S
Fo r X1,
7, XT,

Again note that we may have to change the sign on 7, X7, to match the orientation of the surface

and so there is once again really two formulas here. Also note that again the magnitude cancels
in this case and so we won’t need to worry that in these problems either.

Note as well that there are even times when we will used the definition, H FeodS = H FeiidS ,
S S
directly. We will see an example of this below.

Let’s now work a couple of examples.

Example 1 Evaluate H F+dS where F = yJj— zk and Sis the surface given by the
N

paraboloid y = x” +z>, 0< y <1 and the disk x* +z° <1 at y =1. Assume that S has positive
orientation.

Solution

Okay, first let’s notice that the disk is really nothing more than the cap on the paraboloid. This
means that we have a closed surface. This is important because we’ve been told that the surface
has a positive orientation and by convention this means that all the unit normal vectors will need
to point outwards from the region enclosed by S.

Let’s first get a sketch of S so we can get a feel for what is going on and in which direction we
will need to unit normal vectors to point.
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As noted in the sketch we will denote the paraboloid by S, and the disk by .S, . Also note that in

order for unit normal vectors on the paraboloid to point away from the region they will all need to
point generally in the negative y direction. On the other hand, unit normal vectors on the disk
will need to point in the positive y direction in order to point away from the region.

Since S is composed of the two surfaces we’ll need to do the surface integral on each and then
add the results to get the overall surface integral. Let’s start with the paraboloid. In this case we

have the surface in the form y =g (x, Z) so we will need to derive the correct formula since the

one given initially wasn’t for this kind of function. This is easy enough to do however. First
define,

f(oy.z)=y-g(xz)=y-x'-2°

We will next need the gradient vector of this function.

Vf =(-2x,1,-2z)

Now, the y component of the gradient is positive and so this vector will generally point in the
positive y direction. However, as noted above we need the normal vector point in the negative y
direction to make sure that it will be pointing away from the enclosed region. This means that we
will need to use

-vf _(2x,-1,2z)
vl v

Let’s note a couple of things here before we proceed. We don’t really need to divide this by the
magnitude of the gradient since this will just cancel out once we actually do the integral. So,
because of this we didn’t bother computing it. Also, the dropping of the minus sign is not a typo.
When we compute the magnitude we are going to square each of the components and so the
minus sign will drop out.

n=

S, : The Paraboloid

Okay, here is the surface integral in this case.
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(2x,-1,2z)

(1705 - [ (7<) 25
= [[-y-2z* a4
:ij—(x2+zz)—2zsz

—_”x2+3zsz
D

}nwndA

Don’t forget that we need to plug in the equation of the surface for y before we actually compute
the integral. In this case D is the disk of radius 1 in the xz-plane and so it makes sense to use
polar coordinates to complete this integral. Here are polar coordinates for this region.
x=rcos6 z=rsin0

0<06<2r 0<r<l1
Note that we kept the x conversion formula the same as the one we are used to using for x and let
z be the formula that used the sine. We could have done it any order, however in this way we are

at least working with one of them as we are used to working with.

Here is the evaluation of this integral.

ij-dS——jjx +32%dA

f j r? cos” 0 +3r” sin Q)rdrdQ

f j cos’ 0 +3sin’ Q)r drdf

J ( 1+cos(20))+ ;(1—005(29)0(%7”4)

:—§I02ﬂ4—2cos(26)d6

2r

1

do

0

——é(40—sin(29))

0

=—T

S, : The Cap of the Paraboloid

We can now do the surface integral on the disk (cap on the paraboloid). This one is actually
fairly easy to do and in fact we can use the definition of the surface integral directly. First let’s
notice that the disk is really just the portion of the plane y =1 that is in front of the disk of radius

1 in the xz-plane.

Now we want the unit normal vector to point away from the enclosed region and since it must
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also be orthogonal to the plane y =1 then it must point in a direction that is parallel to the y-axis,
but we already have a unit vector that does this. Namely,

i
the standard unit basis vector. It also points in the correct direction for us to use. Because we

have the vector field and the normal vector we can plug directly into the definition of the surface
integral to get,

[[Fa5 = [ )as= ] sas
S, S, Sy
At this point we need to plug in for y (since S, is a portion of the plane y =1 we do know what it

is) and we’ll also need the square root this time when we convert the surface integral over to a
double integral. In this case since we are using the definition directly we won’t get the canceling
of the square root that we saw with the first portion. To get the square root well need to
acknowledge that

y=1=g(x,z)
and so the square root is,

The surface integral is then,

=J']'1\/0+1+0dA=HdA

At this point we can acknowledge that D is a disk of radius 1 and this double integral is nothing
more than the double integral that will give the area of the region D so there is no reason to
compute the integral. Here is the value of the surface integral.

Hﬁ-db: =7
S5

Finally, to finish this off we just need to add the two parts up. Here is the surface integral that we
were actually asked to compute.

Hﬁ-dﬁ=ﬂﬁ-d§+ﬂﬁ-d§=—n+n=0
S M S,

Example 2 Evaluate J-J.I*: «dS where F = xi + yj+zt k and Sis the upper half the sphere
s

x>+ > +2z> =9 and the disk x> + y> <9 in the plane z =0. Assume that S has the positive
orientation.

Solution

So, as with the previous problem we have a closed surface and since we are also told that the
surface has a positive orientation all the unit normal vectors must point away from the enclosed
region. To help us visualize this here is a sketch of the surface.
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S, 1z bottom of the hemi-sphere

We will call S, the hemisphere and S, will be the bottom of the hemisphere (which isn’t shown

on the sketch). Now, in order for the unit normal vectors on the sphere to point away from
enclosed region they will all need to have a positive z component. Remember that the vector
must be normal to the surface and if there is a positive z component and the vector is normal it
will have to be pointing away from the enclosed region.

On the other hand, the unit normal on the bottom of the disk must point in the negative z direction
in order to point away from the enclosed region.

S, : The Sphere

Let’s do the surface integral on S, first. In this case since the surface is a sphere we will need to
use the parametric representation of the surface. This is,
7(0,9)=3sinpcosOi +3singsinf j+3cospk

Since we are working on the hemisphere here are the limits on the parameters that we’ll need to
use.

0<0<2n OS(pS%

Next, we need to determine 7, X7, . Here are the two individual vectors and the cross product.
7, (0,¢)=-3singsin0i +3singcos0 j
7, (0,0)= 3cos@cosOi +3cospsin® j —3singpk

— —_ —

i j k
1y X1, =|-3sin@sin€ 3sinpcosO 0
3cospcosO 3cospsin® —3sing
=—9sin®@cosHi —9sing cos@sin® Ok —9sin® psin® [ —9sing cosp cos’ O k
:—9sin2gocos@f—9sin2(psinej—9sin(pcosgo(sin29+00529)l€

=—9sin®@cosOi —9sin’ sin® j —9sinp cosp k
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Note that we won’t need the magnitude of the cross product since that will cancel out once we
start doing the integral.

Notice that for the range of ¢ that we’ve got both sine and cosine are positive and so this vector

will have a negative z component and as we noted above in order for this to point away from the
enclosed area we will need the z component to be positive. Therefore we will need to use the
following vector for the unit normal vector.

7y X7, 9sin’ pcosOi +9sin’ @sin® j+9sinpcospk

n=—r— ——
J7 7| 7 <7

Again, we will drop the magnitude once we get to actually doing the integral since it will just

cancel in the integral.

Okay, next we’ll need
F(F(Q,(p)) =3singcosHi +3sin@sin6 j+81cos* ok
Remember that in this evaluation we are just plugging in the x component of 7 (9, (p) into the
vector field efc.
We also may as well get the dot product out of the way that we know we are going to need.
F“(F(G,(p))-(?e X Zp) =27sin’ @ cos’ O +27sin’ @sin® O +729sinp cos’ @
=27sin’ @ +729sin¢ cos’ @

Now we can do the integral.
.

(7 [ 222 e a
N N A
D
r2r T
= .[02 27sin’ @ +729sin ¢ cos’ ¢ dp dO
J o
r2r
= J.OZ 27sin(p(1—cos2(p)+729sin(pcos5 odpdo
J O
27 r
2
=— (27(005(p—lcos3(pj+gcos6 (pj do
0 3 6 0
2z
:f 27 19
o 2
=279

S1 : The Bottom of the Hemi-Sphere

Now, we need to do the integral over the bottom of the hemisphere. In this case we are looking at
the disk x* +y* <9 that lies in the plane z = 0 and so the equation of this surface is actually
z=0. The disk is really the region D that tells us how much of the surface we are going to use.
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This also means that we can use the definition of the surface integral here with
ii=—k

We need the negative since it must point away from the enclosed region.

The surface integral in this case is,

.Q-F-db::J;;[(xf+y]+z4l€)-(—l§)dS
=g—z4 ds

Remember, however, that we are in the plane given by z =0 and so the surface integral

becomes,
[[FedS = [[-z*ds = [Jods =0
S, S, S,

The last step is to then add the two pieces up. Here is surface integral that we were asked to look
at.

ﬂﬁ-a@:ﬂﬁ-d§+ﬂﬁ-d§:279n+0=279n
s S, S,

We will leave this section with a quick interpretation of a surface integral over a vector field. If
v is the velocity field of a fluid then the surface integral

jS [veds

represents the volume of fluid flowing through S per time unit (i.e. per second, per minute, or
whatever time unit you are using).
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Stokes’ Theorem

In this section we are going to take a look at a theorem that is a higher dimensional version of
Green’s Theorem. In Green’s Theorem we related a line integral to a double integral over some
region. In this section we are going to relate a line integral to a surface integral. However, before
we give the theorem we first need to define the curve that we’re going to use in the line integral.

Let’s start off with the following surface with the indicated orientation.

i

'?'

‘\\"SEL

Around the edge of this surface we have a curve C. This curve is called the boundary curve.
The orientation of the surface S will induce the positive orientation of C. To get the positive
orientation of C think of yourself as walking along the curve. While you are walking along the
curve if your head is pointing in the same direction as the unit normal vectors while the surface is
on the left then you are walking in the positive direction on C.

Now that we have this curve definition out of the way we can give Stokes’ Theorem.

Stokes’ Theorem

Let S be an oriented smooth surface that is bounded by a simple, closed, smooth boundary curve
C with positive orientation. Also let F be a vector field then,

jﬁ-d?:ﬂcurlﬁ-dg
C S

In this theorem note that the surface S can actually be any surface so long as its boundary curve is
given by C. This is something that can be used to our advantage to simplify the surface integral
on occasion.

Let’s take a look at a couple of examples.
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Example 1 Use Stokes’ Theorem to evaluate ” curl F+dS where F =227 — 3xyj+x°y k
N
and S is the part of z=5—x — y* above the plane z =1. Assume that S is oriented upwards.

Solution
Let’s start this off with a sketch of the surface.

In this case the boundary curve C will be where the surface intersects the plane z =1 and so will
be the curve

X +y = atz=1

So, the boundary curve will be the circle of radius 2 that is in the plane z=1. The
parameterization of this curve is,

7(t)=2costi +2sint j+k, 0<t<2n

The first two components give the circle and the third component makes sure that it is in the plane
z=1.

Using Stokes’ Theorem we can write the surface integral as the following line integral.

2 -

[[eurl FedS = [Fed7=["F(F(t))# (r)dt

So, it looks like we need a couple of quantities before we do this integral. Let’s first get the
vector field evaluated on the curve. Remember that this is simply plugging the components of the
parameterization into the vector field.

F(#(1))= (1)2 i —3(2cost)(2sin?) j +(2cosz‘)3 (2sint)3 k

=i —12costsint j +64cos’ tsin’ 1k
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Next, we need the derivative of the parameterization and the dot product of this and the vector
field.

7'(t)=-2sinti +2cost j
F(F(t))-?’(t): —2sint —24sintcos’ ¢
We can now do the integral.
chrlﬁ'-dg :j;ﬂ —2sint —24sintcos’ t dt
S

= (2cost+800s3 t) 7

=0

0

Example 2 Use Stokes’ Theorem to evaluate IF' «d¥ where F =221 +)" j + xk and Cis
C
the triangle with vertices (1,0,0) , (0, 1,0) and (O, 0,1) with counter-clockwise rotation.

Solution
We are going to need the curl of the vector field eventually so let’s get that out of the way first.

P7 K
_lo o o8| . - - a
curl F =|— — —|=2zj—-j=(2z-1)j
o oy oo 77 (22-1)/

2y x

Now, all we have is the boundary curve for the surface that we’ll need to use in the surface
integral. However, as noted above all we need is any surface that has this as its boundary curve.
So, let’s use the following plane with upwards orientation for the surface.

Z
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Since the plane is oriented upwards this induces the positive direction on C as shown. The
equation of this plane is,

x+y+z=1 = z:g(x,y)zl—x—y

Now, let’s use Stokes’ Theorem and get the surface integral set up.

jﬁ-d?:jjcuﬂﬁ-dﬁ
= [[(2z-1)-dS

. Vf
= (2z-1) jo==|IVf|d4
fo SR

Okay, we now need to find a couple of quantities. First let’s get the gradient. Recall that this
comes from the function of the surface.

f(x,y,z):z—g(x,y)=z—1+x+y
Vf=i+]+k

Note as well that this also points upwards and so we have the correct direction.

Now, D is the region in the xy-plane shown below,

0z
0.4
04

02

|:|_ 1 1 1 1 =
0. 0.2 0.4 0.4 0.z 1.

We get the equation of the line by plugging in z = 0 into the equation of the plane. So based on
this the ranges that define D are,
0<x<l1 0<y<—x+1

The integral is then,
[Fedi=[[(22=1)jo(i +]+k)dA
C

D

:.[OII;X+12(1—x—y)—ldydx

Don’t forget to plug in for z since we are doing the surface integral on the plane. Finishing this
out gives,
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Iﬁ-d?:j“;x+ll—2x—2ydydx
C

—x+1

:jol(y—ny—yz)O dx
=J-01x2 —xdx
2]

3 2 o

1
6

In both of these examples we were able to take an integral that would have been somewhat
unpleasant to deal with and by the use of Stokes’ Theorem we were able to convert it into an

integral that wasn’t too bad.
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Divergence Theorem

In this section we are going to relate surface integrals to triple integrals. We will do this with the
Divergence Theorem.

Divergence Theorem

Let E be a simple solid region and S is the boundary surface of £ with positive orientation. Let
F be a vector ficld whose components have continuous first order partial derivatives. Then,
[ FedsS = [[[divF av

S E

Let’s see an example of how to use this theorem.

Example 1 Use the divergence theorem to evaluate H F+dS where F = xy? -3 ¥ j +zk
S

and the surface consists of the three surfaces, z =4 —3x> -3 y2 , 1 <z <4 on the top,

x*+y> =1, 0<z<1 on the sides and z =0 on the bottom.

Solution
Let’s start this off with a sketch of the surface.

The region E for the triple integral is then the region enclosed by these surfaces. Note that
cylindrical coordinates would be a perfect coordinate system for this region. If we do that here
are the limits for the ranges.

0<z<4-3/°
0<r<i
0<0<L2x

We’ll also need the divergence of the vector field so let’s get that.
divF=y—y+1=1
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The integral is then,
[[ FedS = [[[ divF av

S E
Tl g,
:J jj rdzdr dO
0 070

27
=f Il4r—3r3drd9
0 0

2
=J (27’2 —ir“j
4
0

2z
0o 4

1

do

0
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